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Recently, researchers intensified their efforts on a dataset with a large number of features named Big Data because of the 

technological revolution and the development in the data science sector. Dimensionality reduction technology has efficient, 

effective, and influential methods for analyzing this data, which contains many variables. The importance of 
Dimensionality Reduction technology lies in several fields, including “data processing, patterns recognition, machine 

learning, and data mining”. This paper compares two essential methods of dimensionality reduction, Feature Extraction 

and Feature Selection Which Machine Learning models frequently employ. We applied many classifiers like (Support 
vector machines, k-nearest neighbors, Decision tree, and Naive Bayes ) to the data of the anthropometric survey of US 

Army personnel (ANSUR 2) to classify the data and test the relevance of features by predicting a specific feature in USA 

Army personnel results showing that (k-nearest neighbors) achieved high accuracy (83%) in prediction, then reducing the 
dimensions by several techniques like (Highly Correlated Filter, Recursive  Feature Elimination, and principal components 

Analysis) results showing that (Recursive  Feature Elimination) have the best accuracy by (66%), From these results, it is 

clear that the efficiency of dimension reduction techniques varies according to the nature of the data. Some techniques are 

more efficient than others in text data and others are more efficient in dealing with images. 
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1. Introduction 

In the current digital world, massive data are created from all sectors like Medical, administrative, industrial, etc. One of the reasons for using 

Machine learning algorithms is to find meaningful patterns for this data, Which in turn makes it helpful in executive and business decisions 

[1].  Numerous studies have been conducted on the subject of feature selection and feature extraction for various objectives, like “clustering, 

classification, and prediction”, which is considered the aim of many research works which has datasets that can contain hundreds or thousands 

of variables (Features), to implement that we use “Dimensionality Reduction” as a pre-processing step to minimizing training time and 

improving the accuracy of learning features [2]. (FS) methods are widely utilized for selecting the variables (features) with big datasets’ most 

related and valuable characteristics. The main difference between (FS and FE) processes is that feature selection methods are utilized to 

accomplish the subgroup of the most relevant attributes without duplicating them. FE methods are used to reduce dimensionality by 

incorporating existing features [3]. ANSUR 2 (The Anthropometric Survey of US Army Personnel) datasets were used in this work, which 

consists of 109 attributes and 6068 rows. This data was published in 2012 and became available publicly in 2017. [4] this work considers the 

advantage of feature extraction, where the original variables are preserved but processed into smaller groups to keep as much as possible in the 

information from original data and feature selection, which deletes input features that do not participate effectively in model performance. [5]  

a significant task of (FS and FE) reducing the dimensions in datasets with huge variables leads to minimizing model complication and 

overfitting. The critical dissimilarity between (FS and FE) techniques throw the reduction process that (FS) keeps the original attributes. As for 

extracting features, it results in complex features that differ from the features of the original data. From this point, we can say the aim of both 

techniques is summing up three points (1) Decreasing the quantity of the data, (2) Dealing with the correlated variables, (3) amelioration data 

quality will improve data mining algorithm performance, including learning time and predictive accuracy. [6] both feature extraction and feature 

selection positively impact learning efficiency, enhancing the effectiveness of computing, reducing memory usage, and improving 

generalization models. Therefore, they are considered efficient dimensionality reduction methods. Many applications such as “text mining and 

genetic analysis” prefer feature selection because it keeps the Infrastructure of the original dataset and improves the readability and 

interpretability of models [7]. 

In this paper, we presented a comparative study between Features selection techniques and Features Extraction techniques, three-stage applied, 

first stage ANSUR 2 datasets have measurements of males and females in the USA army. This dataset contains many missing values that should 

be removed, which is considered pre-processing. 
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Nomenclature        

PCA        Principal Component Analysis SNE                    t-distributed Stochastic Neighbor Embedding 

LDA   Linear Discriminant Analysis MDS                    Multidimensional Scaling       

FS                    Features selection                                                                 Isomap Isometric mapping 

FE                    Features extraction                                                               SVD Singular Value Decomposition 

SVM          Support vector machines MVR Missing Values Ratio 

KNN               k-nearest neighbours NB                  naive Bayes 

DT                  Decision tree DR                  Dimensionality Reduction 

 

The second stage is classifying the data using (Support Vector Machine, Decision Tree, Random Forest, Neural Network, and K-Nearest 

Neighborhood) classifiers for Testing how correlated attributes are in the dataset by predicting features (Components) in the dataset.  

The third stage is Reducing the Dimensions by three different techniques (Highly Correlated Filter, Recursive Feature Elimination, and principle 

component analysis). results of reduction indicated Features selection techniques (Recursive Feature Elimination) performed better than features 

extraction and kept most of the original dataset information. Technique, their types, and their use. And conclusion section contains a result table 

of Dimensionality Reduction techniques.   

2. Related Work  

In this part, we will review some of the articles that deal with the comparison between (the selection of features and extraction of features) 

Researchers in [8] compared (feature selection and feature extraction) using an eye diseases dataset. The results indicated that feature Extraction 

achieved better results than feature Selection due to noisy Data because biomedical data is very confusing. The dissimilarity between both ( FS 

and FE) was also addressed, mentioning the techniques used in each type [9]. Various ways to reduce the dimensions of data using microarray 

data for cancer patients (microarray cancer data ), various methods and techniques of (FS and FE ) have been described and compared, and the 

pros and cons of both techniques were clarified  [10]. Explaining both techniques (FS and FE), heart patient data was used in India, the main 

component analysis technique (PCA) was used in the data extraction method, and the Wrapper Filter method was used as a classifying to give 

the best results, as well as the system performance was improved compared to other recording function such as Euclidean distance and Pearson 

correlation coefficients [11]. The researchers studied the financial data of (the IBM Bluemix cloud platform)  study aimed to reduce the 

dimensions of the data using (FS and FE) techniques for a large set of financial data, and the results showed that reducing the dimensions of 

the data led to a significant improvement in execution time without reducing accuracy, and (SVM Classifier) and (logistic regression classifier) 

were used  [12]. Introducing a study to predict cancer disease through a hybrid method founded on (FS and FE) techniques (fast Fourier transform 

algorithm) to measure the density of the sample women and the average density of the women for both normal and cancer-infected cases was 

used as a method of extracting new features to achieve high classification accuracy and decreasing training time and to assess the reliability of 

the new hybrid method, Set of classifiers (naive Bayes, Random Forest, and support vector machine) have been applied to a variety of types of 

cancer diseases such as ( Breast, Colon, and Head), The results presented that there is high precision in the classification and improvement in 

most cases [13] Introducing a novel approach that uses deep learning to estimate clinical outcomes for cancer patients, where a new algorithm 

called (AdaBoost algorithm) was applied to classify samples for prediction. It showed good results and was more accurate than other algorithms. 

Through investigation and discussion, The automatically generated features by neural networks showed an exceptional ability to improve 

performance and predict the result  [3] Applying the classification process to the medical Passover data, the difference between (FS and FE) 

was also clarified. The process of (FS) improved the knowledge, accuracy, and education of the algorithm as required, which are applications 

in machine learning the most widespread and used, and some feature selection techniques used Widely used in lung cancer, breast cancer 

tumours, etc.  [14]. Introducing a hybrid system that integrates both (FS and FE) and is based on the interaction of the neural 

network with the doctor who diagnoses the patient, this system was able to extract the most useful features without losing the 

physical sensation, except for reducing the dimensions connected to the internet, as well as simplifying the interaction between 

man and machine in the domain of mining medical data  [15]. The results showed a decrease in classification accuracy when using a lower 

sample rate by studying the effects of the sample rate that gives electrical impulses to amputees to classify hand and finger movements. The 

SVM classifier was used to classify movements for 26 cases ( with 12 movements), (17 movements ) ( 23 movements) [16]. By presenting a 

hybrid method called “Hybrid Low Rank”, which is a matrix whose work is combined between feature selection and feature extraction, the 

algorithm was described using the best experimental research method, which consists of three scales and greedy (optimal, suboptimal). this 

experimental research technique made it possible to calculate the prior and subsequent limits, which shows how close to the optimal solution 

is  [17] study the risk of stroke and sleep apnea, features Extraction was obtained from PSG, which is a comprehensive test for sleep disorders 

and is used to diagnose cases of sleep apnea, use the SVM classifier to determine the features of sleep disorders, use the features extraction 

feature with both (ECG signals, oxygen saturation signals, air flow signals, abdominal and chest signals ). The dimensions were reduced by the 

selection of features (features selection) by (the SVM classifier)  [18]. The researchers proposed a complete solution for fault diagnosis of an 

experimental transformer with nested neutral points within five levels by obtaining a signal, extracting and selecting features, and classification, 

and effective diagnosis is made for 36 lines in the open circuit. This work was done by diagnosing open circuit faults of semiconductor devices 

by analyzing circuit signals. experimental results have shown that the presented solution is characterized by high efficiency, flexibility, and a 

super error recognition rate  [19]. The researchers presented a hybrid method relying on (FS and Grouped FE). This method was presented for 

multiple purposes (removing unrelated features and removing repetitive information between features). The results indicated that the novel 

approach has a competitive classification performance and is quicker. The results also demonstrate that the suggested approach has to be 

improved in terms of the loss of information for the methods. However, the loss of information in the proposed method does not lead to a 

significant decrease in classification performance  [20]. The selection of features and extraction of features were compared, and a set of classifiers 

was used with (Features selection), including SVM, KNN, and the best results were achieved with (SVM) and on the other side (Features 

extraction) classifiers were used, including CNN, DNN, which had a big role and the main component analysis technique (PCA) was used  [21]. 
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The researchers presented a set of studies that apply (FS and FE) methods to predict temporal and spatial passage. the database that was used 

included 211 publications and for the period from 1984 to 2018, the benefits and drawbacks of various feature selection and feature extraction 

applications were clarified  [22]. The experiment was conducted on 25 participants, including 18 males and 7 females using deep learning 

algorithms to create a classification model based on excitement and equivalence using the feature selection technique. To evaluate the 

performance of the selection of features, a set of features indexed for EEG according to certain criteria was selected and a model for the selection 

of features was created. the time taken for training was less for data whose dimensions were reduced while maintaining accuracy by 98% 

through the use of appropriate feature selection.   The main goal is to find out the preference of any method over a previously unused data set 

by using three techniques that were not used on this type of data. 

3. Features selection 

It decreases the number of input attributes activity when developing a predictive model. Features selection solves processing time and 

complication problems, losing storage in memory problems. In other words, feature selection reduces the dimensions to a subsidiary set by 

removing attributes with little information. Hence, features selection chose the ideal subset of features from the big dataset. The new set 

decreased, still keeping most of the original dataset information [23] during implementation features selection, we should consider removing 

redundant features and getting out valuable information. The selection mechanism should consider;  (1) there is no effect on the accuracy and 

performance, (2) the output subset should be similar to the original dataset. The best feature selection criterion when achieving data 

visualization, data understanding, and reducing the storage features selection mechanism consists of two main steps (feature generation). This 

stage of creating a subset from the enormous amount of data. Second (Feature evaluation) from its name to evaluate the subset generated to suit 

the requirements [24]. Fig. 1 show the features selection mechanism.  

 
 

Fig. 1. Features the selection process steps[25] 

3.1. Features selection methods 

There are three main types in Features selection  

3.1.1. Wrappers Methods 

In wrapper methods, we use a subset of features and make a model using them by training. The wrappers mechanism chooses the best subset 

by using a model that records different subsets.  A model is trained on each new subset, and its performance is then assessed on a hold-out set. 

Then select the best subset which achieves better model performance. Wrapper approaches typically offer the best feature set for the selected 

model type, which is a significant advantage [24]. 

3.1.2. Filters Methods 

They can be viewed as a quicker and easier substitute for wrappers. They merely examine each feature’s statistical relationship with the model’s 

aim to determine its usefulness, substituting metrics like correlation or mutual information for the model performance metric. Filters principles 

do not deal with classifiers and consist of two (multivariate and univariate.). Multivariate methods find the relationship between the features, 

and Univariate methods deal with each feature independently [25]. 
 

3.1.3. Embedded Methods 

We’ll examine integrating feature selection into the learning process as our final method. This method idea combines the best characteristics 

(Wrappers and Filters). It has filter method speed and obtaining the best subset and optimal subset for the specific model, much like from a 

wrapper [25]. 

3.2. Features selection Models  

Feature selection is a widely used approach that has been the subject of decades of technique and application research. Such as “image 

recognition, image retrieval, text mining, intrusion detection, bioinformatic data analysis, fault diagnosis, data analysis, fault diagnosis”, and 

so on. Theoretically, statistics consider the basics of feature selection techniques and are classified under numerous standards [26]. 



Haidar K. M. et. al, Journal of Techniques, Vol. 5, No. 1, 2023 
 

187 

3.2.1. Supervised feature selection 

The relation between the features and the target variable (class label) is the primary criterion for supervised feature selection, frequently targeted 

to classification problems. It can compute which features in important by correlation measures. For a given dataset A= (Z, Y), with a feature 

set Z = {Z1, Z2,..., Zn} and class label Y, the supervised model goal is finding an optimum feature subset Nˆ (| Nˆ | = Rˆ) which increasing the 

classification precision [26]. As we explained earlier, the types of feature selection in supervised (Filters, Wrappers, and Embedded). 

3.2.2. Unsupervised Feature Selection 

The unsupervised (FS) method aims to Find a feature subgroup relying on for each clustering or assessment standard to reinforce the accuracy 

of clustering and account for natural data classification. Depending on whether they use “cluster algorithms”, unsupervised (FS) techniques can 

be either “unsupervised filter or wrapper techniques” [26]. Unsupervised (FS) is becoming a necessary pre-processing stage because it can 

decrease computational time greatly due to decreased feature subsets and increase clustering quality since no extra features that could represent 

noises are involved in unsupervised learning. Three methods of Unsupervised (FS)(Wrappers, Filter, and embedded) [27]. Fig. 2 showing the 

flowchart of this method. 

 

Fig. 2. Unsupervised Features selection approaches  
 

In general, there are many applications in features selection for “dimensionality reduction” like “Missing Value Ratio,  Low Variance Filter, 

High correlation Filter, Random Forest, Backward Feature extraction, Forward features selection, Recursive Feature Elimination (RFE)”  

[28]. 

4. Features Extraction  

Features Extraction is an approach to separate a new set of features from the original dataset variable. Assuming there are n features X1, 

X2,….Xn we getting new sew set of features after extraction Y1, Y2,….Ym  (m < n), Ri = Gi (S1; S2;…..; An), and Ri is a visualization 

function. Feature extraction aims to generate a new miniature set of features by some transmutation based on some performance metric [6]. 

When we want to use fewer resources for processing without losing important feature datasets, the feature extraction method is helpful because 

it removes the extra features from the original dataset. The number of extra features for a study can be minimized by feature extraction. First, 

feature extraction transforms features spectacularly to yield more important characteristics. Feature extraction creates new features that rely on 

the initial input feature set to lower the feature vector’s high dimensionality. Algebraic transmutation is used for the transformation process. 

based on some optimization requirements [29, 30]. By maintaining the initial relative distance among components and accounting for the initial 

data potential structure, this type of “dimensionality reduction” algorithm tries to keep the most significant dataset information while the 

information process [31]. Compared to feature selection approaches, (FE) is less vulnerable to “overfitting” and performs well for classifying 

the data. But occasionally, after the transformation, the data description is lost, and this process is expensive for several datasets [32, 33]. Three 

matters should be considered in the features extraction mechanism [34]. 

4.1. Performance Evaluation  

It investigates the best method for evaluating extracted features. For example, for a classification task, Predictive accuracy and class labels in 

the data can be utilized to detect a set of extracted variables. During the clustering step, we have to use metrics like “inter-cluster/intra-cluster” 

resemblance, Data Variation, etc. With data that do not have class labels.  

4.2. Transformation 

It refers to the mechanism of mapping original features to new features. Features can be extracted using a variety of mappings. Generally, 

mapping can be divided into “linear” transformations and “non-linear” transmutation, and according to the dimension’s factor, Mapping could 

be divided into “linear and labelled, linear and non-labelled, non-linear and labelled, non-linear and non-labelled”.  

4.3. New created Features numbers  

It is indicating to surveying approaches that detect the smallest different features. While the main target is generating the smallest group of new 

features, the question is what new feature numbers guarantee the remaining data is still in nature after transformation.  
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Features extraction uses some types of Dimensionality Reeducation depending on types of data, like “Principal Component Analysis (PCA), 

Multi-Dimensional Scaling (MDS), Isometric Mapping (ISOMAP), Locally Linear Embedding (LLE), Linear Discriminant Analysis (LDA), 

Latent Semantic Indexing (LSI) and clustering methods”, Fig. 3 show feature extraction steps [20]. 

 

Fig. 3. Features the extraction process [20] 

4.4. Feature Extraction Types        

Feature Extraction is classified into two main methods (linear and non-linear), each consisting of many types. Choosing process depends on 

the type of data. New attributes that are generated don’t have the same original data values [35]. 

4.4.1. Linear methods 

Using linear methods, original data projection will be linear onto a low-dimensional area. Many techniques are used in this method. The most 

important are “Principal Component Analysis (PCA), Factor   Analysis (FA), Linear discriminant analysis (LDA), and Truncated Singular 

Value Decomposition (SVD)” under linear methods.  These techniques only work effectively with linear data; their activity is less with non-

linear data [35].   

4.4.2. Non-linear methods 

It can be challenging to interpret multi-dimensional data which cannot be expressed in two or three dimensions. Assuming that the relevant data 

is in a space with fewer dimensions is one method to express it. The data can be seen in an area with fewer dimensions if the significance level 

of the data is low enough. The following linear methods are connected to some non-linear dimensionality reduction techniques. Non-linear 

techniques have two categories: first, generate a layout (either from the area with high-dimensional to lower-dimension embedding or vice 

versa) and merely represent the dimension. Methods that are most widely used in Non-linear  “t-distributed Stochastic Neighbor Embedding (t-

SNE), Kernel PCA, Multi-dimensional Scaling (MDS), Isometric mapping (Isomap)” [36]. 

5. proposed work  

5.1. Remove missing values in the dataset 

Before the reduction process, we should look at the data’s nature. The dataset used in this experiment contains some missing values and 

overburden in the training, modelling, and classification, and we have to eliminate them. The missing Values Ratio (MVR) method considers 

one of the features selection Tanique to remove these values. This method finds the ratio of missing observations for each attribute, MVR 

applied on this dataset. The “Ethnicity Features” have been removed due has (76.6%) missed values. 

5.2. Classify data  

In this stage, we will apply different machine learning classifiers to determine the predictive accuracy of the original dataset. The Tables 1-5 

show the prediction results of five classifiers, and Table 6 shows the performance evaluation of each classifier before the reduction process. We 

divided the dataset into (70%) training and (30%) also tests cross-validation (10). 

Table 1. Confusion matrix of Random Forest classifiers 

 Army National Guard Army Reserve Regular Army ∑   

Army National Guard 1574 0 287 1861 

Army Reserve 47 0 54 101 

Regular Army 104 0 2016 2120 

∑   1725 0 2357 4082 

Table 2. Confusion matrix of KNN classifier  

 Army National Guard Army Reserve Regular Army ∑   

Army National Guard 1705 10 146 1861 

Army Reserve 54 15 32 101 

Regular Army 114 16 1990 2120 

∑   1873 41 2168 4083 
 

Table 3. Confusion matrix of Support Vector Machine   

 
Army National Guard Army Reserve Regular Army ∑   

Army National Guard 1503 0 358 1861 

Army Reserve 63 0 38 101 
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Regular Army 607 0 1513 2120 

∑   2173 0 1909 4082 

 

Table 4. Confusion matrix of a Decision tree classifier 

 Army National Guard Army Reserve Regular Army ∑   

Army National Guard 1793 11 57 1861 

Army Reserve 53 26 22 101 

Regular Army 72 17 2031 2120 

∑   1918 54 2110 4082 

Table 5. Neural network classifier 

 Army National Guard Army Reserve Regular Army ∑   

Army National Guard 1632 26 203 1861 

Army Reserve 59 15 27 101 

Regular Army 151 15 1954 2120 

∑   1843 56 2184 4082 
        

Table 6. Show the classifier's performance evaluation before the reduction process  

Classifier AUC CA F1 precision recall specificity training set size 

Decision tree 77% 77% 77% 77% 77% 83% 70% 

SVM 65% 64% 62% 67% 64% 70% 70% 

Random Forest 81% 73% 71% 71% 73% 75% 70% 

Neural Network 50% 46% 44% 45% 46% 54% 70% 

KNN 92% 83% 82% 82% 83% 86% 70% 

 

AUC: The area under ROC is the area under the receiver-operating curve. 

CA: Classification accuracy is the proportion of correctly classified 

F1: is a weighted harmonic mean of precision and recall 

Precision is the proportion of true positives among instances classified as positive.   

The recall is the proportion of true positives among all positive instances in the data. 

Specificity is the proportion of true negatives among all negative instances. 

5.3. Dimensions reduction stage  

In this stage, we used different Dimensionality reduction techniques to decrease features in the dataset, and we mentioned the dataset previously, 

“ANSUR 2”, which have (109 features and 6068 observation). We will find the effectiveness and accuracy of each method on this dataset. 

5.3.1. Highly Correlated Filter  

It is a ‘feature selection technique’ based on detecting the most correlated features and removing them from the dataset, and the result is clarified 

in the Table 2. The prediction accuracy (65.2%) when features correlation is (0.88) As shown in Table 2. 

5.3.2. Recursive Feature Elimination (RFE) 

It is a feature selection method. This technique mechanism is based on removing the weak features in the dataset and frequently  removing many 

features in each loop. Fig. 4 show the accuracy of prediction for this method. 

 

Fig. 4. REF 
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5.3.3. Principal Component Analysis (PCA) 

It is A widely known technique, and it is feature extraction, used to reduce the dimensions of a huge dataset by converting a large dataset feature 

to a smaller one with keeping the most information of original data. Fig. 5 accuracy of prediction with PCA technique. 

 

      Fig. 5. REF   

6. Result and Discussion 

It  made a practical experiment on ANSUR 2 datasets used in this work which has (109 attributes and 6068 observations). We used five 

classifiers for classification (Decision Tree, SVM, Random Forest, Neural Network, and KNN) with cross-validation (10) and dataset separated 

in (70%) training and (30%) test. We used Python programing language.  We measured classification accuracy as a performance evaluation. It 

is calculated by dividing the correct prediction number by the total of prediction according to this equation as in equation (1)  

  

Accuracy= 
Number of correct predictions 

Total Number of prediction
s...                                      (1) 

 

Table 7 illustrates the Classifiers’ results with the Highly Correlated Filter technique after reducing (17) attributes from the data set, Table 8 

shows the Classifiers’ results with the Recursive Feature Elimination technique after reducing (75) attributes, and Table 9 shows classifiers 

result after reducing data by PCA. Table 10 shows the result of dimensionality reduction techniques used in this experiment, and we have 

applied all techniques (Features selection and feature extraction). Prediction accuracy is one of the most important criteria  for evaluating the 

work of algorithms, and the results show the prediction accuracy of each method. ‘Missing Value Ratio’ was used to remove (8) features of 

missing values as a pre-processing. Due to these features being dropped from the dataset, the REF Algorithm achieved a prediction score highly 

with the KNN classifier and an Improvement percentage (1.7%). 

Table 7. Classifiers results with Highly Correlated Filter technique 

classifier AUC CA F1 precision recall specificity training set size 

Decision tree 78% 77% 77% 77% 77% 82% 70% 

SVM 68% 60% 58% 57% 60% 64% 70% 

Random Forest 75% 68% 66% 65% 68% 70% 70% 

Neural Network 77% 67% 66% 65% 67% 72% 70% 

KNN 92% 83% 82% 82% 83% 86% 70% 

Table 8. Classifiers results with Recursive Feature Elimination technique 

 

Table 9. Classifiers results with Principal Component Analysis technique 

classifier AUC CA F1 precision recall specificity training set size 

Decision tree 81% 80% 80% 80% 80% 85% 70% 

SVM 61% 55% 53% 51% 55% 59% 70% 

Random Forest 83% 76% 74% 76% 76% 77% 70% 

Neural Network 73% 64% 63% 62% 64% 69% 70% 

KNN 92% 83% 84% 83% 86% 86% 70% 

classifier AUC CA F1 precision recall specificity training set size 

Decision tree 78% 76% 76% 76% 76% 82% 70% 

SVM 77% 65% 63% 62% 65% 70% 70% 
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Table 10. Show the dimensionality reduction techniques’ performance 

Improvement 

percentage 
Note Accuracy Reduction type Technique 

 8 features are dropped (deleted) 
26.0% missing value 

percentage 
Features selection Missing Value Ratio 

0.9 % 17 features are dropped (deleted) 65.2% Features selection Highly Correlated Filter 

1.7% 75 features are dropped (deleted) 66% Features selection 
Recursive Feature Elimination 

(RFE) 

0.75% 55 features are dropped (deleted) 65.03% Features Extraction 
PCA ( principal components 

Analysis ) 
 

7. Conclusion 

Nowadays, due to a large number of dealing with large data, there has become an urgent need for dimension-reduction techniques to facilitate 

dealing with large data. Reducing dimensions may lead to losing a large part of the information. For this reason, several standards must be 

followed, such as preserving the original data infrastructure and representing the reduced data by a high percentage of the original data. 

Therefore, we have to use a suitable technique for reduction. In this article, we mentioned Dimensionality Reduction  and its role in dealing with 

big data (which contains many numbers of attributes). DR consists of two main methods, ‘Features selection & Features extraction’. Both have 

the main task, which leads to reduced dataset dimensions. Each technique has different algorithms that are Probably applied to different datasets. 

ANSUR 2 datasets used in this work which has (109 attributes and 6068 observations). This dataset is available at [6] and was published in 

2012 in USA 2017 became available on the website and consists of body measurements. A practical experiment implemented throw three 

stages; (1) classifying dataset., (2) Reducing Dimensions, and (3) Classifying Reduced data. Recursive Feature Elimination (RFE) is the most 

accurate with KNN Classifier, as shown in Table 3. 

Before reducing the dimensions, we note that the (KNN) classifier showed a high prediction rate of (83%) and after the reducing stage, it 

showed the same result; therefore, KNN classifier is the most suitable one for this dataset. 

RFE technique achieved (66%) accuracy percentage and dropped 55 features from the dataset, and (RFE with KNN) achieved what is required. 

The results in a Table 8 show that. 
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