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Before the spread of the COVID-19 virus in 2020, modern face recognition systems performed excellently, but then the 

wearing of masks was imposed by countries on their population, which led to a noteworthy decrease in the discriminatory 

ability of those systems, where they had been trained on large-scale datasets of unmasked faces and not available large-
scale masked faces datasets that time. To contribute to addressing the shortage of large-scale data sets that consist of people 

wearing masks, a developed method has been presented to create simulated masks and overlay them on faces in two main 

steps. The first step was to detect, align and crop the faces of unmasked faces datasets in a dataset and then apply simulated 
masks on the faces utilizing the dlib-ml library. This method was used to generate a dataset for masked faces (CASIA-

mask). The second step used five techniques of data augmentation with the generated dataset. To evaluate the masked 

dataset and data augmentation, an accuracy of 96.4% was achieved by training one of the latest and most important facial 
recognition systems, FaceNet, on the masked dataset. The same system also achieved excellent results of 97.71% when 

trained on CASIA-mask and data augmentation together. 
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1. Introduction 

The state-of-art and most well-known systems for face recognition, clustering, or verification [1−5] recorded interesting results in the last years. 

Datasets, the size of which has heightened exponentially in previous years, are utilized for training these facial recognition systems. Practically, 

the number of images in face recognition datasets for diversified persons heightened to thousands in 2007, such as the database released in 2007 

by Huang et al. [6] called Labeled Faces in the Wild (LFW), which includes 13,233 face images. Then, in 2014, the number of dataset images 

up to a few hundred thousand images, such as the dataset proposed by Yi et al. called CASIA-WebFace [7], which include 494,414 images. In 

2015, Ziwei et al. proposed a database named CelebA containing 200K images for 10K people. After that, the number of images of datasets 

doubled dramatically, reaching millions of images in 2021, such as the WebFace42M dataset [9], which consists of 42M images, and the 

WebFace260M, which includes 260M images. Generally, the databases mentioned have been released in the previous decades, and those 

interested in this field made great efforts to gather and clean them. Some face recognition models can work very well, and they could even 

detect errors if found in the annotations (see [1]). However, these models have been tested and trained by unmasked facial databases such as 

the LFW dataset [6] and the CASIA-WebFace dataset [7]. In early 2020, the Covid-19 virus propagation in most countries prompted those 

countries to impose health restrictions on the population. Wearing a mask on the face is considered one of the most critical health restrictions. 

It hides most of the main facial features, as it hides the cheeks, nose, and mouth. Hiding many basic facial features due to wearing a mask led 

to a remarkable decrease in discriminatory ability. There are currently many types of facial masks, all of which hide the facial features behind 

them, and they are diverse in color, fabric, texture, and shape (see Fig. 1). 

Remarkably, the success of the latest face recognition algorithms works mainly depends on training recent complex deep learning models for 

face recognition [1−5] on huge face recognition datasets such as CASIA-WebFace [7] and CelebA [8]. However, most data sets of masked 

faces [10-13] that were proposed after the spread of the COVID-19 pandemic are smaller compared to the databases consisting of faces of 

people not wearing masks. Currently, the largest large-scale datasets consisting of images of people wearing masks are [11,12], [14] to our 

knowledge. 

In this paper, the lack of datasets consisting of images of people wearing masks is addressed by employing an automatic method proposed 

where images of people wearing masks are created from images of unmasked people by overlaying a simulated mask on the unmasked faces. 

In this method, there are several types of face masks (14 masks) of diverse shapes, colors, and textures have been utilized (see Fig. 1). Where 

these masks are used with the proposed method by randomly choosing one of them and placing it on the unmasked face in the image. The 

proposed method can be used to generate a dataset of masked faces from all datasets of unmasked faces. Specifically, the proposed method has 

been used to generate a dataset of masked face images from images of unmasked faces from the CASIA-WebFace dataset [7]. 
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Nomenclature & Symbols   

Dlib-ml Dlib Machine Learning Library ROI Region Of Interest 

LFW Labelled Faces in the Wild Dataset RMFRD Masked Facial Recognition Data Set 

After the spread of the Covid-19 virus, there has been an urgent need to release or collect datasets consisting of images of people wearing masks 

for training the modern facial recognition systems [1−5] on visible facial features only because some facial features have been covered after 

wearing the mask, where covering parts of the face with the mask led to a remarkable reduction of the discriminatory ability of the systems 

recognizing faces that were trained on databases of people who do not wear masks. 

The proposed method was used for generating a developed dataset of masked faces, which can be utilized for training the latest face recognition 

systems [1-5], as it was used to train a face recognition model called FaceNet [1]. Practically, the FaceNet [1] facial recognition system achieved 

good performance in recognizing the faces of people wearing masks compared to previous works [10], [12], [14] when trained on a dataset of 

faces of masked persons developed using the proposed method. There was an additional improvement in the performance of the face recognition 

system FaceNet [1] when it was trained using the proposed developed dataset for masked people with data augmentation. 

In this paper, there are three essential contributions are the following: 

▪ Proposing a fully automatic approach to generate images of people wearing masks from images of unmasked people by overlying 

simulated masks on their faces using Dlib-Machine Learning Library Dlib-ml [15,16]. 

▪ Developing a dataset of people wearing masking from a dataset consisting of unmasked people images. 

▪ Showing an improvement in the performance of the latest face recognition systems in recognizing the faces of people wearing masks when 

trained on the proposed developed masked faces dataset. 

▪ Showing better improvement in modern face recognition systems when training them on the proposed developed masked faces data set 

and data augmentation. 

The presentation of this paper is organized as follows: Section 2 presents the related work. Section 3 describes the masked Face Dataset and 

data augmentation. Section 4 shows the experiment and results. Finally, the conclusion is provided in Section 5. 

 

Fig. 1. Data set of mask images for this research contains fourteen different masks 

2. Related Work 

Since the beginning of 2020, the Covid-19 virus has spread in most countries of the world, which prompted most countries of the world to 

impose the wearing of masks to limit the spread of the epidemic. Wearing a mask led to a decrease in the discriminatory ability to recognize 

masked faces because the modern face recognition systems were trained on data sets consisting of unmasked persons. Then the researchers 

collected data sets consisting of real images of people wearing masks [10], [12, 13]. However, its problem is the small number of images in it 

compared to data sets of unmasked faces such as [7,8], as there is hardness in gathering a real database of large-scale masked faces due to the 

shortage of images of masked people for different races, genders, ages, and type of masks. 

The authors of [12] were among the first to release a dataset that contains real images of people wearing masks on their faces named the Masked 

Facial Recognition Data set (RMFRD), where they gathered 5,000 real images of 525 people wearing masks and 90,000 real images for the 

same people but without a mask. A study by Anwar et al. [2] presented a dataset of real images collected from websites called the MFR2 data 

set, which includes 269 images of 53 people, each of whom had photos with a mask and images without a mask at an average of five images. 

Deng et al. [11] released a test data set consisting of 6,964 real images of people wearing masks and 13,928 real images of people without 

masks for 5,964 persons. This dataset is not yet available due to legal issues with the data. Zhu et al.  [13] proposed a test data set consisting of 

60,926 images of people with and without masks but containing only 3,211 images of people wearing masks for 862 people. 

The latest facial recognition systems need to be trained on data sets consisting of hundreds of thousands or even millions of images of faces, 

but the data sets of masked faces that have been collected have been of insufficient size to train face recognition systems due to their small size 

compared with the databases of unmasked faces. Researchers have made many efforts to find a solution to this problem. Currently, the 

generation of simulated masks on people’s faces in images is considered one of the most successful and easiest available solutions, as this 

method was used to generate a data set consisting of images of people wearing masks from a data set of unmasked faces. 
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The organizers of [12] utilized an algorithm based mainly on the Dlib-ml library [15,16] to place simulated masks on the faces of unmasked 

people. Where they released a dataset for masked faces named SMFRD consisting of 500,000 images of masked faces for 10,000 persons, 

where they used their approach to generate simulated masks on two datasets (LFW [6] and CASIA-WebFace [7]). The work of Anwar et al. 

[10] Introduced an open-source tool named Mask-The-Face to set simulated masks on the faces of people who are not wearing masks. Mask-

The-Face is based on the facial feature detector from the dlib-ml library for estimation of the angle of inclination of a person’s face and 

identifying six basic features to placing the simulated mask on it. The organizers of [17] released a dataset of artificial occluded face recognition 

named Webface_OCC containing 804,704 images for 10,575 people. The Webface_OCC data set was gathered by collecting two data sets, the 

first is original CASIA-WebFace for unmasked faces, and the second is CASIA-WebFace for artificially covered faces. The CASIA-WebFace 

dataset of artificially occluded faces is obtained by placing special obstructive objects, such as glasses and masks, on the faces of unmasked 

persons in the original CASIA-WebFace dataset of uncovered faces. The work of Ding et al. [18] introduced a data augmentation approach to 

train the data, whereby they used the proposed approach to automatically generate simulated masks on unmasked faces in the LFW dataset. 

Their study applied an algorithm named Delaunay-triangulation that was used to detect diverse features in the face and place masks depending 

on the detected places on the face. The authors in [14] presented an approach for developing facial datasets consisting of people wearing masks 

where they created simulated masks and placed them on the faces of people not wearing masks in the images. Their proposed approach is based 

on a program called SparkAR-Studio, a program developed by programmers at Facebook, which they used to put simulated masks on the faces 

of unmasked people in images. Using their proposed approach, they generated two data sets of masked faces, the first consisting of 445,446 

images generated from the CASIA-WebFace data set of unmasked faces and the second consisting of 196,254 images generated from the 

CelebA data set of unmasked faces. 

In the fourth section of this paper, the method that has been proposed to generate masks on faces for creating a masked data set and the method 

of data augmentation for the created masked dataset has been compared with the rest of the other methods [10], [12], [14] in terms of accuracy 

of verification and testing. This is the primary factor that discriminates the proposed approach from the rest of the competitors. 

3. Masked Face Dataset and Data Augmentation 

In this paper, a method has been presented to generate simulated masks on the faces of people who did not wear masks in the images. Using 

this method, a developed dataset called CASIA-mask has been generated, which is a data set of people wearing masks, after which the FaceNet 

[1] facial recognition system has been trained on the proposed dataset CASIA-mask. Then, data augmentation was used with the proposed 

masked dataset together to train the FaceNet face recognition system [1]. The proposed approaches were used to generate the proposed data set, 

and then data augmentation was used with the generated data set, as detailed in this section. 

3.1. Dataset 

Most of the data sets that consist of faces of people who do not wear masks can be used in applying the proposed method to generate data sets 

of masked faces. In this paper, a large-scale and freely available unmasked face dataset called CASIA-WebFace containing 494,414 images of 

10,575 persons was selected to generate the dataset of images of masked faces. 

3.2. Dataset generation 

In this paper, a data set of masked faces was generated from a data set of masked faces. There were several steps taken to generate a data set 

consisting of the faces of people wearing simulated masks called CASIA-mask, as illustrated in Fig. 2. In the beginning, if the face is existing 

in the image, it will be detected, aligned and cropped using Multitask Cascading Convolutional Neural Networks (MTCNN) [19], which detect 

five main points in the human face: the right and left eyes, the mouth, and the right and left corners of the nose from the images in the CASIA-

WebFace data set [7] for unmasked faces. As a result of using MTCNN to detect, align and crop existing images from the original CASIA-

WebFace dataset, a dataset named CASIA-WebFace-Aligned was generated consisting of 471,669 images of 10,567 people (about 96% of the 

images in the CASIA-WebFace dataset). 

The final step was to place simulation masks on the faces of people in the images of the CASIA-WebFace-Aligned dataset, where the simulation 

mask was placed on the areas of the face that needed to be covered to generate the proposed masked dataset. Therefore, there is a need to detect 

more details of the face, as the five areas of the face that MTCNN detects are not sufficient, and there is a need to discover more details in the 

face. As a result of this, the dlib-ml library was used in this step for face detection due to its ability to detect many details of the face compared 

to MTCNN. The dlib-ml library can detect 68 basic points in the human face, as shown in Fig. 3, which was used to accurately determine the 

location of the simulation mask. A specific range (48 to 68) of the 68 key points of the dlib-ml library was selected as a region of interest (ROI) 

[20–23]. Finally, one of the fourteen masks was randomly selected and resized to fit over the chosen ROI of the person’s face. The proposed 

masked dataset (CASIA-mask) generated following the mentioned steps consisted of 418,978 images from 10,567 persons because some faces 

from the CASIA-WebFace-Aligned dataset could not be detected using the dlib-ml library. 

3.3. Data augmentation 

Data augmentation is the methods and techniques that are applied to increase the quantity of data by adding slightly modified copies of the 

original data or artificial data that is generated from the original data. It can help in enhancing the generalization ability of the network and 

prevent overfitting. Data augmentation can increase facial recognition systems’ accuracy by training them on the original data set images and 

the images that were modified using data augmentation techniques [24,25]. In this paper, five types of data augmentation techniques have been 

used: flip [26], brightness [27], crop [28], rotate [29], and Impulse Noise [30], as shown in Fig. 4. About the flip, only the horizontal flip was 

used randomly, the brightness was used with a random range between 70% to 130%, and the crop was used with a random area of 15×15. The 

rotation was used with a randomly changing angle between 60 and -60 degrees, and the Impulse Noise (Pepper Noise) was used with a threshold 

of 240. 
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Fig. 2. The steps for placing simulated masks on the faces of unmasked people in photos to generate images containing people wearing 

simulated masks 

 

 
Fig. 3. Detect 68 basic points in the human face using dlib-ml library 

 

 

Fig. 4. Samples of images before and after applying the data augmentation techniques used, where the first row is for an image from the 

unmasked faces dataset (CASIA-WebFace), and the second is for an image from the proposed masked dataset 
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4. Results and Discussion 

4.1. Experimental setups 

This paper used an end-to-end open-source machine learning platform named TensorFlow to implement the deep learning network and trained 

it on the large-scale dataset. In practice, the GPU version of TensorFlow was utilized for training on large-scale datasets with 100 epochs of 

training. The experiments were performed on the Windows 10 OS with 2.30GHz Intel Core i7-11800H and Nvidia GeForce RTX 3070 laptop 

GPU. 

4.2. Training and verification dataset & data augmentation  

The generated CASIA-mask dataset containing 418,978 images of 10,567 persons was combined with the generated CASIA-WebFace-Aligned 

data set consisting of 471,669 images of 10,567 unmasked persons as a unified training dataset so that the total number of images was 890,647 

images. For evaluation, the LFW dataset [6] was applied for validation testing, where the results were reported by utilizing the standard 

experiential protocol from view 2, which consisted of ten subsets, each subset containing 300 face pairs of the same matches and 300 face pairs 

of non-same matches. Then the previous steps were reperformed, but five types of data augmentation were used together, including flip, 

brightness, crop, rotate, and impulse noise (as shown in the last column of Fig. 4) on the images in the two datasets CASIA-mask and CASIA-

WebFace-Aligned. Where, at each epoch during training, for each image in the two datasets CASIA-mask and CASIA-WebFace-Aligned, a 

different modified image is generated using the five types of data augmentation together (they are not saved and used only during training), and 

the modified images that are used It was generated during each training epoch are combined with the two datasets CASIA-mask and CASIA-

WebFace-Aligned to form a unified training set. The total number of images was twice that of the two datasets CASIA-mask and CASIA-

WebFace-Aligned when combining the modified images resulting from the data augmentation (890,647 images at each training epoch) with 

the two datasets CASIA-mask and CASIA-WebFace-Aligned, so the total number of images was 1,781,294 images at each training epoch. 

4.3. Face Recognition System 

To assess the efficiency of the proposed masked dataset and data augmentation in increasing the efficiency of face recognition systems trained 

on it, one of the most important and famous modern face recognition systems, called FaceNet [1], was used. The proposed approach of 

generating the masked dataset and data augmentation was compared with competing approaches [10],  [12],  [14] in terms of the accuracy of 

validation and testing of the generated dataset (masked dataset) and using five techniques of data augmentation together: flip, brightness, crop, 

rotate, and Impulse Noise (see Table 1). For face recognition model training (FaceNet) [1], inception-ResNet V1 [31] was applied as the 

backbone network trained with softmax loss, the batch size set to 96 with Adam optimizer, and a learning rate of 0.1 with 100 epochs. Interesting 

results were achieved compared to previous works [10], [12], [14] when training the FaceNet face recognition system [1] using a masked dataset 

and CASIA-WebFace-Aligned. The results were then improved using five types of data augmentation with masked dataset and CASIA-

WebFace- Aligned to train the FaceNet facial recognition system [1]. The accuracy results are illustrated in Table 1.  

Table 1. The accuracy results of the face verification On LFW with Facenet 

Train set accuracy 

CASIA-WebFace-train+masks [14] 88 .06 

CelebA-train+masks [14] 96.22 

SMFRD [12] 95 

MFR2 [10] ≈97% 

CASIA-mask+ CASIA-WebFace- Aligned (ours) 96.4 

CASIA-mask+ CASIA-WebFace- Aligned+ data augmentation (ours) 97.71 

 

Using data augmentation with the two datasets CASIA-mask and CASIA-WebFace-Aligned when training the FaceNet face recognition system 

[1] enhanced the network's generalization ability, preventing overfitting and increasing the accuracy. However, the use of data augmentation 

with two datasets, CASIA-mask and CASIA-WebFace-Aligned, led to an increase in the training time spent for each epoch due to the doubling 

of the number of images when using data augmentation. where the average time spent for training in each epoch with two data sets CASIA-

mask and CASIA-WebFace-Aligned is about 120 minutes while the average time spent training in each epoch with the data augmentation and 

the two datasets CASIA-mask and CASIA-WebFace-Aligned was about 158 minutes.  

For the generated dataset, there was a failure to detect the face using MTCNN in some images, which led to the generation of the CASIA-

WebFace-Aligned data set with 4% fewer images than the CASIA-WebFace data set. And there was a failure to detect points 48-68 out of 68 

base points for the face using the dlib-ml library in some images, which led to the generation of the CASIA-mask dataset for masked faces with 

some images that are 11% less than the CASIA-WebFace-Aligned dataset, and thus the CASIA-mask dataset for masked faces 15% smaller 

than the CASIA-WebFace dataset in terms of the number of face images. 

5. Conclusion 

In this paper, a developed method was proposed to create simulated masks and place them on the faces of unmasked people in the images and 

to generate data sets for masked faces from data sets for unmasked faces. Based on the proposed method, a masked dataset named CASIA-

mask containing 418,978 images was generated, which was combined with the generated CASIA-WebFace-Aligned dataset containing 471,669 

images. The acceptable results were achieved when they were used to train the FaceNet face recognition system. The results were also 

significantly improved when five types of data augmentation were used together with two datasets, including masked dataset and CASIA-

WebFace-Aligned to train the FaceNet face recognition system. 
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