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The technology of reconfigurable optical networks (RONs) is growing to be a promising solution to effectively cater to 

the rapidly increasing traffic generated by the digital society. The present study offers an overview of the datacenter 

technology and optical datacenter with details of its concepts and technologies. First, the optical data center systems are 
described and the components that describe it are network operations. Then, we detail the specific technologies that are 

important to data center networks throughout wide-area networks, analyzing them deeply. Finally, we make a 

comprehensive between some related works with an analysis of the algorithmic challenges faced by these technologies. In 
addition, we examine the solutions that have been developed to address these challenges and explore the relevant systems 

and implementation considerations. 
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1. Introduction 

Data center networks that depend on electrical switching have an inherent constraint in terms of bandwidth capacity. To successfully reduce 

the increasing traffic demands inside these networks, it is imperative to implement appropriate measures, multi-tier switching layers that are 

both inefficient and power-intensive are often employed. The exploration of optical switches as a viable alternative to electrical switches in data 

center networks has been driven by the potential benefits they provide, including ultra-large bandwidth and excellent efficiency in terms of cost 

and power usage. The optical switch that has a high bandwidth is not affected by the bit-rate or data-format of the transmitted traffic. This is 

because the optical switch benefits from the optical transparency. In addition, moving the switching operation from the electrical domain to the 

optical domain eliminates the need for power- and time-intensive optical to electrical– electrical to optical conversions as well as the need for 

dedicated electronics circuits for several formats of modulation, which results in a significant reduction in both processing delay and the system 

cost [1, 2]. In addition, the unlimited bandwidth that is made available by the optical switching approaches also enables seamless support for 

the exploitation of wavelength-division multiplexing technology (WDM), which enables flexible and high-efficiency utilization of the available 

capacity [3]. 

Several possible configurations of optical data center networks (ODCNs) are being proposed and analyzed numerically using various optical 

switch techniques. These techniques include micro-electro-mechanical system (ME-MS) based on Wave-Cube [4], semiconductor optical 

amplifier (SOA) based HiFOST [5] and OP-Square [6], and LIONS [7]. Additionally, some architectures combine these techniques with 

wavelength-selective switches, as presented in a previous study. All of the optically switched schemes mentioned above have a fixed optical 

bandwidth among any top of racks (ToR) once the network has been established. This is because the amount of pre-deployed transceivers 

(TRXs) determines the bandwidth. This implies that the optical bandwidth is not flexible enough to be dynamically adjusted in response to 

changes in the volume of DC traffic [8]. However, the provision of fixed bandwidth is inadequate for most data center network (DCN) scenarios. 

This is not just because of the lower efficiency in network resource usage but also because the unmodifiable bandwidth cannot ensure network 

performance [9].  

The main goal of this survey is to emphasize and classify RONs within enterprise networks. The present discourse provides a succinct overview 

of the fundamental principles utilized in diverse scenarios by RONs, software-defined networks (SDN), and elastic optical networks (EONs). 

The present discussion outlines crucial elements that network designers must take into account while constructing a reconfigurable optical 

network. 
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Nomenclature & Symbols   

DCN Data Center Network  QoS Quality of Service  

EON Elastic Optical Network RONs Reconfigurable Optical Networks 

HiFOST Scalable and Low-Latency Hybrid Data Center Network SDH Synchronous Digital Hierarchy 

IP Internet Protocol SDN Software-Defined Networking 

ME-MS Micro-Electro-Mechanical System SiPh Silicon Photonics 

NIC Network Interface Card  SOA Semiconductor Optical Amplifier  

OBS Optical Burst Switching  SONET Synchronous Optical Network 

ODCN       Optical Data Center Network ToR Top-of-Rack 

OPS Optical Packet Switching TRXs        Pre-Deployed Transceivers 

OTN Optical Transport Network WDM Wavelength-Division Multiplexing 

2. Concepts of Datacenter and ODCNs 

A data center refers to a specialized physical infrastructure that is designated for computing, storing, and transmitting significant volumes of 

traffic data. This facility is typically located within a cluster of buildings and is operated by trained personnel. The design of a data center is 

founded upon a computing network and its accompanying components, including storage and telecommunications, which facilitate the 

functioning of the applications and services that are housed within it [1]. Data centers are comprised of various components such as routers, 

servers, firewalls, switches, application delivery controllers, and storage systems. The design and construction of data centers must prioritize 

stability due to the crucial role played by the components in processing and storing business-critical data.  

DCNs set up and connect all of the network-based equipment and devices in a data center so that they may communicate reliably. So, the DCNs 

make sure that the nodes inside the facility can talk to each other and share info with users outside the facility [10]. There are two types of 

existing electrically switched-based DCN architectures: server-centric architectures and switch-centric systems [11]. In server-centric networks, 

switch nodes are used as cross-connects, along with routing intelligence that should reside on servers with multiple Network Interface Card 

(NIC) interfaces per server. Switch nodes are used as cross-connects in server-centric networks, and routing information should be put on 

servers which have more than one NIC port. In switch-centric networks, the routing intelligence is on the switch nodes, and every server 

generally connects to the network through only one NIC port. The main benefit of switch-centric networks that separate communication and 

computation is that they are based on tried-and-true technologies for forwarding and routing traffic, such as internet protocol (IP) broadcasting, 

link-state routing, and equal-cost multipath forwarding [12]. Even though several server-centric designs that take advantage of low-cost switches 

have been proposed, the most common scheme for DCNs [13] is built on switches. For example, multi-tier tree-like architectures are still the 

most popular, and the fat-tree and leaf-spine designs are some of the most encouraging in terms of cost, scalability, and reliability. All of these 

designs are based on switches. 

Recent DCNs depending on electrical switches are arranged in a hierarchical topology, that is inhibited by the bandwidth bottleneck in addition 

to poor power efficiency to provide the needed and higher quality of services [14]. On the other hand, electrical switches represent electrical 

switches that can double their bandwidth roughly every two years at the same cost based on Moore's law [15]. This makes it possible for data 

centers to preserve the network bandwidth requirements while keeping a relatively steady and low network cost through the passing years [16]. 

Even so, the move toward powerful servers and applications of traffic boosting and significantly boosts the network bandwidth demands. 

Achieving the need for higher network bandwidth certain for the aggregation switch nodes can highly inflate costs. Due to the limited number 

of high-speed pins available on the switch chip and the limited number of connectors on the front panel of the rack unit, the bandwidth of 

electrical switches is supposed to hit the bandwidth bottleneck soon [17]. Furthermore, the electrical switches consume power proportional to 

the data rate, as the switch dissipates energy with every bit transition [18]. With the speed scaling-up requirements, the electrical switches-based 

DCNs face stringent pressures on power consumption. Despite the presence of new technologies depending on Silicon Photonics (SiPh), 

monolithic integration and multi-tier packaging have been investigated; several challenges, however, still need to be resolved before these 

solutions become practicable [19, 20]. For example, the high manufacturing (which includes both testing and packaging) costs, there are some 

challenges including the packaging complexity with a large number of external laser sources and fiber coupling. Even when these issues are 

capable of being resolved, these techniques will ultimately be difficult to maintain, raising the transistor density restricted by the CMOS scaling 

[21]. 

Thus, to address the bandwidth limitations of electrical switches, an optical switching technique has garnered significant interest among 

researchers to be a viable solution that ensures long-term viability. The independence of bit-rate as well as data format of traffic is a result of 

optical transparency when switching data in the optical domain [22]. Optical switching can provide significantly greater bandwidth than 

electrical switching while also achieving lower packet completion times. This is due to the elimination of electronic circuits for the switching. 

Furthermore, the utilization of the WDM technique has the potential to enhance the capacity of optical networks while achieving the 

performance of premium power-per-units [23]. Optical switching, when combined with WDM, presents a feasible approach to address the count 

limitation issue associated with high-speed pins with front panel connectors in electrical switches [24]. In addition, it is noteworthy that the 

utilization of optical switches obviates the need for power-intensive electro-optical and opto-electrical conversions, thereby resulting in a 

marked reduction in the quantity of costly and energy-intensive transceivers. The aforementioned advantages can be leveraged to achieve a 

flattened network topology, thereby circumventing the scalability limitations of the hierarchical topology of data centers [25]. 

3. Optical Switching Techniques 

To date, four principal optical switching techniques have been studied, increasing the data transfer capabilities of data center networks which 

are: 
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3.1. Optical circuit switching 

Since the early 2000s, optical circuit switching has been considered to be the basic technology underlying backbone networks. Optical circuit 

switching utilizes a static allocation of a light-path connection that spans from end to end [26]. The mapping of the connection is allocated to 

one or multiple wavelengths that are exclusively assigned to the connection. Optical circuits can traverse nodes referred to as reconfigurable 

optical add-drop or optical cross-connects multiplexers in a "transparent" manner. This implies that there is no need for expensive and energy-

intensive conversions between the optical and electrical domains, nor is there any processing in the electrical domain, like electronic switching 

[27]. In general, optical circuit switching networks are designed to accommodate the maximum demand for every connection [28]. This 

approach is effective and minimizes capacity wastage in situations where demands remain relatively stable over time, such as in backbone 

networks in which multiple demands are aggregated. Moreover, optical circuit switching is afflicted by the N2 scalability problem. Specifically, 

in a network comprising N nodes with densely interconnected demands, where nearly all nodes necessitate communication with almost all other 

nodes, the number of circuits needed increases exponentially as N2. This exponential growth can rapidly deplete the finite number of 

wavelengths (usually ranging from 80 to 96) that are accessible in the C-band transmission upon an optical fiber. optical circuit switching 

networks exhibit a static behavior and are not intended to undergo reconfiguration at a timescale faster than that of seconds or milliseconds. In 

practice, their reconfiguration is usually carried out at significantly slower rates [29].  

3.2. Optical packet switching 

The optical packet switching (OPS) concept is currently gaining traction as a viable substitute for the more granular switching methods in the 

optical realm. Notwithstanding the noteworthy technological obstacles that it encounters, OPS exhibits the potential of a greatly adaptable, data 

transmission-efficient, and adaptable optical stratum [30, 31].' All' and 'almost-all' optical switching are two subcategories of optical packet 

switching. The data channel is entirely optical in both types; however, the control functionality varies. In "almost-all" optical networks, 

switching operation control is handled electronically, whereas switching operation control is anticipated to be entirely optical or optoelectronic 

in "all" optical networks. There are two further categories of optical packet switching: (1) photonic packet switching [32] and (2) optical burst 

switching [33]. The photonic packet switching integrates high-capacity optical communication with fine granularity and efficient packet 

switching multiplexing. With the wide bandwidth of photonic components, the adaptability of wavelength-division multiplexing along with 

wavelength routing techniques, in addition the high-speed ability of optical devices, it is possible to construct networks-based packet-switched 

with throughputs in the terabit-per-second range. The technology known as optical packet switching suffers from problems with both the cost 

and its technology. The most significant of these problems is that there is no optical buffer memory with random access available [34]. An 

additional method known as optical burst switching (OBS) is solution-based optical networking that can give the benefits of OPS while 

eliminating the optical buffer memory as well as other obstacles [35]. OBS is a compromise between circuit switching and packet switching. 

To save bandwidth resources to serve as a 'burst circuit' before the arrival of every data burst over the data wavelength, hence, OBS [8] delivers 

control packets that travel on divided wavelengths ahead of each data burst of variable length. This occurs before each data burst arrives on a 

wavelength of data. The resources will become available once the burst has concluded. In terms of functionality, this kind of instantaneous 

circuit switching eliminates the requirement along the line for buffer memory to deal with the traffic bursts. In addition, the criteria for 

synchronization in OBS are laxer than those in OPS because there is less of a tight link between the control signals and the data. In conclusion, 

because control packets are far less extensive than data payloads, one or two control wavelengths are capable of supporting a considerable 

number of data wavelengths [36, 37]. 

3.3. Optical transport network (OTN) 

Recent developments in transport technology, such as the optical transport network (OTN), have made it possible for optical communications 

switching networks to support sub-wavelength switching. Statistical multiplexing can be accomplished with OTN by using a single transponder 

to deliver data to several TDM destinations. This is made possible by the use of a single transponder. At intermediate nodes, in a manner 

analogous to that of conventional electronic switching, Optical transport signals can be regroomed within the electrical domain to have to 

improve the packing for the data across the optical fibre. This is done to maximize the amount of information that can be carried by the optical 

fiber. In the same way as electronic packet switching does, this breaks the optical transparency model for the traffic that has been groomed and 

necessitates the use of a dedicated switching fabric. Because switching within the optical domain in OTN is accomplished with the same slowly 

reconfigurable switching fabric that is used in optical communications switching, this results in the OTN network having a lower degree of 

dynamic capability when compared to the network-based electronic packet-switching. For example, the A–E demand travels undetected through 

the node [38]. Table 1 shows a comparison between optical switching technology. 

Table 1. Comparison between optical switching technology 

Optical Switching 

Technology 

Characteristics 

Control 

Overhead 

Bandwidth 

Utilization 

Flow Completion 

Delay 
Complexity 

Switching 

Granularity 
Applicability 

Optical circuit switching low low high low coarse medium 

Optical packet/slot 

switching 
high high low high fine high 

Optical transport network low medium medium medium medium  

4. RONs Architectures 

There exist two different types of network architecture that have the potential to utilize reconfigurable optics, one is IP-over-OTN and the 

second is hybrid electric-ODCNs Networks.  

4.1. IP-over-RONs 

The traditional transport network faces challenges in providing high bandwidth and optimizing bandwidth efficiency, which can result in a 

bottleneck. Hence, it is imperative to achieve the convergence of IP and optical networks. The IP layer is primarily responsible for performing 
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precise traffic routing and grooming, whereas the optical layer is accountable for furnishing transmission channels that are characterized by low 

latency, high capacity, and long-haul capabilities [39]. The implementation of a bandwidth-on-demand application can be achieved through the 

intelligent management of traffic demands along with the integration of IP and optical technologies. This approach shows great potential in 

enhancing network capacity, reliability, and service deployment. The integration of IP techniques and optical networks with large-capacity 

techniques through IP over optical network technology facilitates the entry of IP data streams into the optical channel. This convergence presents 

advantageous prospects for the improvement of optical networks that cater to data services. An IP network is a type of network that utilizes the 

TCP/IP protocol as its primary protocol of communication. The Internet is considered the most exemplary form of IP network among the various 

types available. Traditional optical network bearers include circuit switches and IP packet services that rely on optical transport networks or 

synchronous digital hierarchy (SDH) / synchronous optical network (SONET). The proliferation of the Internet has led to the emergence and 

rapid development of several high-bandwidth, real-time services. Consequently, the bandwidth resources of current IP networks are 

experiencing a surge in demand. The optical network has undergone a series of advancements, including WDM, SDH, multiservice transport 

platform, and packet division, in response to the constant emergence of novel services. The evolution of the transport network has progressed 

from the adoption of the automated switched optical network for more recent EON [40]. Simultaneously, it is imperative for optical network 

hardware, including transponders and switches, to possess the capability of software programmability [41]. Additionally, the integration of the 

control circuit for a chip has become a crucial aspect. Evolutionarily speaking, optical networks are expected to progress towards the integration 

of multi-dimensional, large-capacity, intelligent features, flexible and dynamic. The proliferation of IP services, coupled with the swift 

advancement of high-speed router techniques and the widespread implementation of optical network bearer techniques, has brought about 

significant transformations in the design of forthcoming networks [42]. 

4.2. Data center architecture in RONs 

In the past, data centers have predominantly utilized packet-switched networks to interconnect their servers. Nevertheless, with the escalation 

of scale and demand, the expenses associated with constructing and administering these networks have grown excessively high. The alteration 

in question has led to an increased focus by both researchers and major cloud service providers on novel network topologies that are capable of 

being reconfigured. Over the past decade, a multitude of novel data center architectures featuring reconfigurable optical methods have been 

proposed. These architectural designs share the characteristic of minimizing the static provisioning demands of the network, resulting in cost 

reduction by enabling periodic alterations in the bandwidth between hosts [43]. The hybrid electrical-optical data center architecture is 

exemplified in Fig. 1.  

 

Fig. 1. Data center architecture [43] 

The aforementioned architectures employ scheduling techniques to modulate the bandwidth of optical paths within the data center, thereby 

mitigating both cost and complexity. Several methodologies have been exhibited. Prominent architectural designs utilize either deterministic 

and fixed scheduling methodologies [44, 45], or demand-aware modifications that give priority to implementing optical paths between servers 

that have mutual connectivity requests. The diversity of switching fabrics is also applicable to optical systems in data centers. Various types of 

fabrics have been developed for optical applications, such as those based on digital micromirror devices [46], nanosecond tunable lasers [47], 

and liquid crystal over silicon wavelength-selected switches [48]. 

As described in [49], the architecture of the reconfigurable OP-Square DCN is explained in Fig. 2(a). Electrical ToR switches connect the H-

servers in each rack to one another, and the M racks that make up a cluster are clustered together. The DCN that has been proposed contains N 

different clusters. The traffic that is generated by the servers may be divided into three types: intra-ToR traffic, intra-cluster traffic, and inter-

cluster traffic. The ToRs will be responsible for handling all of this traffic. Communication within a cluster is handled by the N MM intra-

cluster optical switches, while communication between clusters is handled by the M NN inter-cluster optical switches (ES). The i-th ToR in 

each cluster is connected to the other ToRs in the cluster via the i-th ES (1iN). P and q WDM transceivers with specific electronic buffers are 

used to join the IS with the ToR and ES, respectively, to facilitate the transmission of inter-cluster and intra-cluster traffic, respectively. It is 

possible to elastically allocate the amounts of p and q on demand by the intended capacity, the level of oversubscription, and the ratio of intra-

cluster traffic to inter-cluster traffic.  

In Fig. 2(b), the ToR function blocks are depicted for reference. The head processor is the initial component that deals with the incoming 

packets, which might have a variety of lengths and destinations. When the packet is part of the intra-ToR communication, it will be routed to 

the port that links to the target server within the same rack and buffered there. In the case of intra/inter-cluster links, the packets will be sent to 

the ports that are connected with the inter-cluster TXs (q) or intra-cluster TXs (p), respectively. It is possible to adjust the quantities of p and q 

that are used to connect the ToR to both the intra - and inter-cluster networks. To adjust the wavelengths (and consequently the bandwidth per 

link) to IS and ES, a wavelength-selective switch is utilized [49]. 
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Fig. 2. (a) Data center network design that is reconfigurable and based on OPSquare; (b) ToR function block [49] 

In Fig. 3, you can see the optical switch that has a modular structure. Every modular contains both p and q wavelengths. When the payload is 

being fed to the broadcast and choose 1'N switch, the label extractor will separate the optical label from its payload and then perform processing 

on it in real-time. With the label bits that were recovered, the controller of the 1N switch enables the SOA gates so that the packets can be sent. 

The combiner gathers together light of the same wavelength that is headed in the same direction. The contention issue is resolved by the switch 

controller, which then controls the 1N switch appropriately. It is important to take note that there was only room for one wavelength to travel 

through the combiner at any given period. The controller is responsible for producing flow control signals known as ACK and NACK, which 

are then relayed back to ToR to either release the electrical buffers or seek retransmission [49]. 

 

Fig. 3. The optical switch that has a modular structure 

4.3. Elastic optical networks 

The transmission of data over a range or series of wavelengths is facilitated by a length of optical fiber. The allocation of these wavelengths 

can be done either in a fixed or flexible grid. Elastic optical networks, often known as EONs, are another name for networks that support flexible 

grid allocations. Flex grid networks have the potential to significantly enhance the spectral efficiency of IP-over-OTN. This would make it 

possible for the network to load more data channels into the same length of optical fiber. On the other hand, they can also bring forth one-of-a-

kind difficulties, most notably fragmentation. A spectrum that has been assigned on a cable may experience fragmentation if the spectrum 

contains gaps that are too narrow to be filled [50]. 

There are several researches to study and improve RONs, in [51], a novel approach to DCN fabric that utilizes the reconfigurability of optical 

transceivers and switches. This approach enables the dynamic adjustment of end-to-end optical routes to accommodate fluctuating traffic 

demands. The result is an all-optical DCN fabric that offers superior performance and flexibility. The problem of dynamic flow scheduling in 

conjunction with wavelength assignment has been determined to be NP-hard. The work involves the implementation of centralized heuristics 

to facilitate inter-rack flow scheduling. This will be achieved through the utilization of optical wavelength division multiplexing, with a focus 

on minimizing the variety of intermediate optical hops. The results of the study demonstrate that the suggested framework and scheduling of 

data flow effectively mitigate network congestion by a significant margin of 1518 times in comparison to existing part-time ODCNs. This 

conclusion is based on comprehensive simulations conducted during this research. The proposed scheme can achieve a delivery rate of over 

90% for inter-rack traffic by using direct optical communication in the majority of traffic patterns. In [52], the researchers introduce a novel 

reconfigurable architecture named RODCA, which exhibits both scalability and flexibility. The RODCA system is constructed based on the 

PODCA-L architecture and enhances it by incorporating a versatile optical network within the cluster. The utilization of a reconfigurable intra-
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cluster network allows for the co-location of racks that experience high levels of traffic within a given cluster. This arrangement enables the 

sharing of the substantial bandwidth provided by the intra-cluster network. The authors introduce an algorithm designed to reconfigure DCN 

topology. Additionally, simulation results are provided to showcase the efficacy of the reconfiguration process. The findings indicate that by 

implementing strategic topology reconfiguration in response to fluctuations in traffic, it is possible to achieve packet latencies of approximately 

10-12 𝜇s. Conversely, if topology reconfiguration is not employed, latencies may increase by a factor of ten. Sans (2019)[53] was demonstrating 

experimentally the programmable OPsquare datacentre network enabled by an SDN control plane. The implementation is based on monitoring 

the network's real-time statistics so that network slice reconfiguration and provisioning, assignment of packet priority class, and dynamic load 

balancing operations can be performed to attain the required Quality of Service level. Abu-Tair et al. (2019) [54], developed a reconfigurable 

optical data centre networks model employing SDN controlled that simulates the behavior of such networks, while ensuring that the overall 

capacity remains constant. This approach allows for a better understanding of system behavior. This paper presents an investigation study, 

highlighting the potential negative effects of network reconfiguration on the performance of Transmission Control Protocol (TCP) congestion 

control methods. These results show that the reconfigurations can significantly impair system performance. In addition, they study several 

strategies, and the results indicate that an on-demand scheduling mechanism has the potential to enhance throughput by over 50% without 

requiring any more network capacity. Hence, these results suggest the necessity of establishing a connection between network resource 

management and emerging datacenter network architectures. In depth analysis of a revolutionary DCN has been achieved by [55], to investigate 

the capability of DCN to meet the high capacity and low latency needs of contemporary cloud computing applications. This adaptable 

architecture, which is known as AgileDCN, makes use of fast-switching optical components and combines them with a centralized control 

mechanism and workload scheduler. Even with uneven loading patterns, it is possible to achieve very high network efficiency through the 

provision of a highly flexible optical network fabric that is connected between server racks. According to the results of their simulations, the 

TCP flow completion times within the AgileDCN are noticeably quicker than those in an analogous electronic leaf-spine network even when 

the load is rather high (70%). An experimental evaluation of a reconfigurable ODCN has been achieved by [56] that is enabled by software-

defined networking and features dynamic bandwidth allocation. Their approach is founded on innovative optical top-of-rack architectures that 

utilize a wavelength-selective switch. Empirical evaluations demonstrate that the suggested approach can dynamically reassign the optical 

bandwidth in real-time to accommodate the changing traffic patterns. In contrast to the traditional ODCN that employs static bandwidth 

allocation, the reconfigurable approach with flexible bandwidth allocation demonstrates a 58.3% enhancement in end-to-end latency 

performance and a reduction of one order of magnitude in average packet loss. Furthermore, the reconfigurable ODCN exhibits deterministic 

latency performance, characterized by significantly reduced packet delivery completion time variations. The simulation platform has been 

constructed to verify the strong scalability of the reconfigurable DCN, by the experimental parameters. The numerical findings demonstrate a 

minimal decline in performance (11%) when the network expands from 2560 to 40,960 servers. In [57], a novel model called (RGAIA) has 

been designed along with empirical analysis of a reconfigurable optical packet switching DCN. The network utilizes flexible top-of-rack (ToR) 

architecture and a high-speed optical switch, which is realized through a tunable transceiver combined with an arrayed waveguide grating router. 

RGAIA can dynamically allocate wavelength resources and reconfigure bandwidth in real-time, depending on monitored traffic features, under 

the control of the developed SDN control plane. Empirical evaluations confirm that RGAIA enhances network performance by 66% and 37% 

in terms of packet loss and latency, consequently, as compared to a network with inflexible interconnections, when subjected to a traffic load 

of 0.8. A novel control system and optical switching for ODCNs has been has been achieved by [1] that leverages the label control method, 

clock distribution, and OFC protocol to achieve nanosecond data recovery. The system was experimentally demonstrated and validated. The 

optical label channels are responsible for delivering the designated time, label signals for forwarding OFC protocol signals, and nanosecond 

packets for resolving packet contention. The experimental findings validate an optical switching and control system that operates at an average 

speed of 43.4 ns. The system also exhibits a data recovery time of 3.1 ns without binary code decimal representation receivers. Furthermore, 

the system maintains a loss rate of packet of less than 3×10-10 over ten days of stable and continuous network operation. The results show that 

the implementation of ODCN architectures that offer higher capacity and low latency. Xue et al. (2022) [58] proposed an experimental 

evaluation of a reconfigurable optical DCN with dynamic bandwidth allocation, leveraging SDN technology. The proposed approach utilizes 

innovative optical top-of-rack (ToR) devices that incorporate a wavelength-selective switch (WSS). Empirical evaluations demonstrate that the 

suggested approach possesses the capability to autonomously reassign the optical bandwidth promptly, hence accommodating the ever-changing 

traffic patterns. In contrast to the traditional optical data center network (DCN) that employs static bandwidth provisioning, the reconfigurable 

method with adaptable bandwidth allocation demonstrates a significant enhancement in end-to-end latency performance, with an improvement 

of 58.3%. Additionally, this scheme exhibits a substantial reduction in average packet loss, decreasing by one order of magnitude. Additionally, 

the reconfigurable optical data center network (DCN) exhibits deterministic latency performance, characterized by significantly reduced 

temporal fluctuations in the completion of packet delivery. The simulation platform is constructed to verify the strong scalability of the proposed 

reconfigurable DCN by the experimental conditions. The numerical findings demonstrate a minimal decline in performance (11%) as the 

network expands from 2560 to 40,960 servers. These architectures rely on nanosecond-distributed optical switches and a nanosecond control 

system. For ODCN which is enabled by SDN, [59] proposed a network that is experimentally evaluated with a focus on its ability to provide 

flexible quality of service (QoS) for multi-tenant applications that are deployed within the network. The ODCN that is enabled by SDN proposes 

an approach whereby the network topology and statistics are monitored to facilitate automatic slicing and reconfiguration. The SDN controller 

is responsible for managing this process. The experimental findings confirm that the implementation of a flexible priority allocation scheme for 

NS traffic flows can effectively deliver dynamic QoS. Furthermore, the automated implementation of load balancing, which is predicated on 

the analysis of network statistics, serves to enhance network performance by ensuring a high quality of service. The NS with the highest priority 

has exhibited zero packet loss and an end-to-end latency of less than 4.8 seconds at a load of 0.5. Chen et al. (2023) [60], proposed a technique 

for building a user-defined network topology with a few common switches named a Software Defined Topology Testbed (SDT). The software-

defined testbed (SDT). It is cost-effective, easily deployable, and offers reconfigurability. This allows for the execution of various experiments 

using alternative network topologies. By employing distinct topology configuration files in the developed controller, several sets of experiments 

can be conducted. A prototype of the Self-Directed Training (SDT) model is developed, and a series of experiments are conducted. The 

evaluations indicate that the use of SDT results in a maximum additional overhead of 2% compared to full testbeds in terms of multi-hop 

latency. Furthermore, SDT demonstrates significantly higher efficiency compared to software simulators, lowering the evaluation time by up 

to 2899 times. The cost-effectiveness and scalability of SDT surpass that of current Topology Projection (TP) methods. Additional studies 

demonstrate that SDT can facilitate a wide range of network research experiments with minimal financial investment. These experiments 

encompass a broad spectrum of issues, such as topology design, congestion control, and traffic engineering, among others. Table 2 summarises 

and compares the studies in the field of RONs. 
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Table 2. Comparison between some recent studies for RONs 

Study Ref. Year Model Achievement 

Pal and 

Kant[51] 
2015 

DCN fabric that utilizes the 

reconfigurability of optical transceivers 

and switches to enable the dynamic 

adjustment of end-to-end optical routes to 

accommodate fluctuating traffic demands. 

The model achieves a delivery rate of over 90% for inter-rack traffic 

by using direct optical communication in the majority of traffic 

patterns. 

Liu et al. [52] 2019 

A novel reconfigurable architecture 

named RODCA which constructed based 

on the PODCA-L architecture and 

enhances it by incorporating a versatile 

optical network within the cluster 

Achieve packet latencies of approximately 10-12 𝜇s 

Sans [53] 2019 

The present study addresses the 

advantages associated with the utilization 

of an OPSquare architecture that relies on 

rapid optical switches, specifically 

Semiconductor Optical Amplifiers 

(SOA), in conjunction with optical flow 

control. 

To get the desired Quality of Service level, several actions can be 

undertaken, such as the provisioning and reconfiguration of network 

slices, the assignment of packet priority classes, and the 

implementation of dynamic load balancing procedures. 

Abu-Tair et 

al. [54] 
2019 

Developed a network model that 

simulates the behavior of optical data 

center networks using reconfigurable 

These results show that the reconfigurations can significantly impair 

system performance. In addition, they study several strategies, and 

the results indicate that an on-demand scheduling mechanism has 

the potential to enhance throughput by over 50% without requiring 

any more network capacity. Hence, these findings suggest the 

necessity of establishing a connection between network resource 

management and emerging datacenter network architectures. 

Le et al. [55] 2020 

Simulation’s analysis of DCN that is 

capable of meeting the high capacity and 

low latency needs of contemporary cloud 

computing applications 

TCP flow completion times within the AgileDCN are noticeably 

quicker than those in an analogous electronic leaf-spine network 

even when the load is rather high (70%). 

Xue et al.[56] 2021 

Experimentally presented and evaluated a 

reconfigurable ODCN that is enabled by 

software-defined networking and features 

dynamic bandwidth allocation. 

Achieve 58.3% enhancement in end-to-end latency efficiency and 

minimization of one order of magnitude in average packet loss. A 

minimal decline in performance (11%) when the network expands 

from 2560 to 40,960 servers. 

Che et al. 

[57] 
2022 

Design and analysis of a reconfigurable 

optical packets switching DCN called 

RGAIA that utilizes flexible ToR 

architecture and a high-speed optical 

switch 

RGAIA enhances network performance by 37% for latency and 

66% for packet loss. 

Xue et al. 

[58] 
2022 

In this study, a reconfigurable optical data 

center network (DCN) with dynamic 

bandwidth allocation was assessed using 

SDN technology. The evaluation involved 

the utilization of the optical top of racks, 

which incorporated a wavelength-

selective switch for enhanced 

performance. 

There is a significant enhancement in end-to-end latency 

performance, with an improvement of 58.3%. Additionally, this 

scheme exhibits a substantial reduction in average packet loss, 

decreasing by one order of magnitude. Additionally, the 

reconfigurable optical DCN exhibits deterministic latency 

performance, characterized by significantly reduced temporal 

fluctuations in the completion of packet delivery. The simulation 

platform is constructed to verify the strong scalability of the 

proposed reconfigurable DCN by the experimental conditions. The 

numerical findings demonstrate a minimal decline in performance 

(11%) as the network expands from 2560 to 40,960 servers 

Xue and 

Calabretta[1] 
2022 

Proposed a novel optical switching and 

control system for ODCNs that leverages 

the label control mechanism, OFC 

protocol, and clock distribution to 

facilitate nanosecond data recovery 

The results show that the model achieves high capacity and low 

latency with optical switching and the control system operates at an 

average speed of 43.4 ns and time for data recovery of 3.1 ns 

without binary code decimal representation receivers. The packet 

loss rate is less than 3×10-10 over ten days of stable and continuous 

network operation. 

Chen et al.  

[60] 

 

2023 

 

The suggested Software Defined 

Topology Testbed (SDT) has been 

developed to enable the construction of 

user-defined network topology with a 

limited number of readily available 

commodity switches. 

The evaluations indicate that the use of SDT results in a maximum 

additional overhead of 2% compared to full testbeds in terms of 

multi-hop latency. Furthermore, SDT demonstrates significantly 

higher efficiency compared to software simulators, lowering the 

evaluation time by up to 2899 times. The cost-effectiveness and 

scalability of SDT surpass that of current Topology Projection (TP) 

methods. Additional studies demonstrate that SDT can facilitate a 

wide range of network research experiments with minimal financial 

investment. These experiments encompass a broad spectrum of 

issues, such as topology design, congestion control, and traffic 

engineering, among others 
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Continue Table 2 

Lin[59] 2023 An ODCN that is enabled by SDN 

The results above that the implementation of a flexible priority 

allocation scheme for NS traffic flows can effectively deliver 

dynamic QoS. The NS with the highest priority has exhibited zero 

packet loss and an end-to-end latency of less than 4.8 seconds at a 

load of 0.5 

5. Conclusion 

The technology of RONs is relatively new, and there is currently limited understanding of both their capabilities and limitations. The focus of 

this paper is on the analysis of data centers as well as wide-area networks. Numerous other networks could potentially derive advantages from 

comparable technologies. Furthermore, even within our context, the compromises between expenses and advantages, such as resilience, 

performance, and efficiency, remain inadequately comprehended. The tradeoffs mentioned are contingent upon the particular technology 

employed, such as the duration of reconfiguration and the traffic pattern. For instance, reconfigurable networks that are responsive to demand 

may only be advantageous if the traffic pattern displays temporal and spatial structure. At present, there is a dearth of models about the expenses 

incurred during the process of reconfiguration. It is noteworthy that these expenses are contingent upon the control plane, thereby presenting 

another research challenge that remains unresolved. The superiority of decentralized control planes over centralized ones, or the necessity of 

hybrid designs, remains unclear. The optimal design of control planes remains unclear. RONs pose a largely unexplored complexity terrain 

from an algorithmic perspective. While traditional networking issues can heavily depend on optimization and graph theory that has been 

developed over several decades, reconfiguration introduces novel and distinct complexities to networking problems. Therefore, it is our 

aspiration that our survey will provide a contextual framework for the novel concepts, technologies, and obstacles associated with RONs. 

Consequently, we aim to facilitate the initiation and advancement of research endeavors in this burgeoning field. 
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