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Facial diseases lead to noticeable changes in the human face, and some of them extend beyond internal effects or organ-
based disorders. Indeed, certain types of facial diseases result in visually noticeable abnormalities on the human face. 

These alterations in facial patterns can serve as potential indicators for corresponding diseases, particularly in the fields of 

endocrinology and metabolism, Muscles-Nervous disorders, Chromosomes, and Genetic disorders, among others. 
Technologies used in Face Recognition (FR) have been developed over the past few decades; however, only a limited 

amount of research has been applied in recent years to FR-based disease detection for clinical purposes. FR applications 

relying on Artificial Neural Network (ANN) techniques have recorded higher accuracy rates in diagnosing facial diseases. 
This field of recognition holds promising potential for optimizing facial diagnosis approaches and supporting medical staff 

in evaluating detections. In practice, only a few research ideas have been translated into medical products, emphasizing 
the need to identify and integrate future applications. As a primary focus, this paper centers on the key applications and 

technologies for detecting various types of facial diseases, along with a discussion of prospects. 
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1. Introduction 

One of the unique bio-identifications for a human is the face, as it contains a considerable amount of information that can identify gender, age, 

race, health status or even the psychological [1]. Due to its easy accessibility and cost-efficiency, the human face was widely adopted as a 

competitive biometric identification along with the iris and fingerprint [2]. Many kinds of disease affect not only functional abnormality and 

internal structures but also facial characteristics. These diseases that influence facial attributes are generally associated with metabolic and 

endocrine disorders [3], neuromuscular effects [4], and genetic syndromes [5], with some of them being rare or complex diseases. Early 

detection and recognition of such diseases are timely crucial for alert and better treatment. Fig. 1 contains a collection of computer-based 

generated images for infected faces that summarizes some types of diseases that can be detected through human face analysis. 

 

Fig. 1 illustrates some kinds of facial diseases. 
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Nomenclature & Symbols   

AD   Alzheimer Disease HoG  Histogram of Oriented Gradients 

AI     Artificial Intelligence  KNN  K-Nearest Neighbor. 

AlexNet   Alex Krizhevsky Network LBP  Local Binary Patterns 

ANN   Artificial Neural Network LDA   Discriminant Analysis  

AUC   Area Under Curve LSTM    Long Short-Term Memory  

BPN   Back-Propagation Network MIP   Medical Image Processing  

CNN   . Convolutional Neural Network. NHGRI  National Human Genome Research Institute 

DCV   Discriminant Common Vectors ML  Machine Learning 

DDS   Disease Detection System  PCA  Principal Component Analysis 

DL   Deep Learning PD  Parkinson Disease  

DS    Down Syndrome  PDBNN  Probabilistic-Decision-Based Neural Networks 

EBG    Elastic Bunch Graph ResNet   Residual Network 

EBGM    Elastic Bunch Graph Matching RBF  Radial Basis Function 

FDNA    Facial Dysmorphology Novel Analysis  SLR  Systematic Literature Review 

FR   Face Recognition SVM  Support Vector Machine 

GWT   Gabor Wavelet Transformations TGF  Topographical Features 

ICA   Independent Component Analysis TS    Turner Syndrome  

HMM Hidden Markov Model VGGNet   Visual Geometry Group Network  

 

Automation in Face-Recognition (FR) technologies started rising in the early 1970s, and effective algorithms were subsequently developed to 

address various real-world applications. These applications covered a wide area of research such as personality identification, forensic science, 

security surveillance, gender and age identification, crime fighting, etc. [2]. Novel approaches in face recognition that considered facial diseases 

had significant occurrence in the early 2000’s. Genetic-based children’s syndromes [6] and neuromuscular-based facial dysfunction [7] 

represent the early types of disease that were identified using knowledge-based recognition techniques. Recently, considerable developments 

in Artificial Intelligence (AI) have enhanced human life by leading to noticeable contributions in computer-based healthcare. Medical Image 

Processing (MIP) has witnessed significant advancements within AI medical applications, contributing to fields such as dermatology, radiology, 

ophthalmology, pathology, and gastroenterology [8, 9]. As a significant application of auto-image analysis, FR algorithms display outstanding 

effectiveness in AI-related tasks, including age estimation. Subsequently, the number of published works in the field has witnessed a dramatic 

increase, especially within (2013- 2020), which can be presented in an exponential curve. More specifically, FR was adopted to assist in disease 

detection, particularly in cases where the human face exhibits abnormal facial features. Furthermore, a wider variation of research was conducted 

in AI medicine such as racial recognition, male/ female discrimination, victim-age estimation in forensics and other related areas [1-3]. Due to 

the rising importance of medical diagnosis based on face image, research in face recognition for disease diagnosis is witnessing growing 

innovations and new research ideas in medical applications. This accelerates the viewing and inspection of human-face diseases, enhancing 

early notification for comprehensive treatments. Even though some facial diseases can be simply detected by the patient’s appearance, some of 

them are complex (have unnoticeable characteristics by human eyes) with low levels of occurrence. In traditional methods of diagnosis, 

awareness about such diseases is a challenge for the patients or even for doctors with low experience. In addition, selecting the appropriate tests 

and achieving accurate result analysis poses a secondary challenge. Therefore, AI-based recognition technologies offer promising opportunities 

for reducing time and cost consumption in diagnosis procedures and minimizing empirical errors. However, published research in this field has 

covered a huge number of developments in ideas, algorithms and applications, with some providing cutting-edge updates deeply or broadly. 

Therefore, this review aims to analyze face recognition applications in the field of disease detection. The primary goal of this work is to discuss 

the achievements of technology with a specific focus on the advantages of face-based recognition techniques detecting facial diseases. This 

study provides an overview of the conducted research, fostering cooperation between clinical and computer-based views of science, and 

stimulating new ideas for future works in engineering and medicine. 

2. The Components of Face Recognition Schemes 

Different systems of facial recognition (FR) have been developed using various schemes, yet most of them share common major components 

that are essential for constructing a systematic FR model. Generally, these components consist of Data Acquisition, Recognition Schemes, and 

Recognition Algorithms, with the possibility of some systems incorporating additional internal components. 

2.1. Data acquisition 

Different types of devices were used for capturing face images, such as specialized cameras, ordinary (mobile) cameras, and video frames from 

captured movies, which were connected to suitable software [5]. In the more recent research, 3D-image cameras (or scanners) were also used 

in capturing and analyzing facial features [10]. Mostly, the environmental settings are found in medical centers (hospitals), where in some types 

of settings, adopted applications have patient terminals. Via the cloud connection, patients capture themselves locally for viewing, analysis, and 

provision of medical advice by specialists in these centers [11]. Capturing devices have some factors that can affect captured-image quality for 

the face such as low resolution, occlusion, illumination, noise, face rotation, and facial expressions [12]. In addition, the conditions of the 

patient's face, capturing environment, camera quality, and camera-user-position setting produce other types of error. To capture high-quality 

images, patients are asked by clinicians to expose all face areas (from ear to ear), look directly and open their eyes, shut their mouths, tie up 

their hair, and relax to show a no-expression face [13, 14]. In neural disease, patients are asked to perform specific face tasks that can evaluate 

the neuromuscular function of their face [18]. Some studies controlled capturing angle, patient-camera distance, light source, and face expression 

to eliminate the effects of illumination, scale, and rotation [2, 3], which are ideal conditions that ignore real situations of the human face. 

2.2. Recognition scheme 

After ensuring fair quality of the captured face image, the recognition scheme processes the image through three steps: image pre-processing, 

feature extraction, and classification using Machine Learning (ML) approaches [1]. In this process, face analysis techniques are categorized 
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into appearance-based and feature-based methods. Deep Learning (DL) approaches combine the second and third steps into a single step using 

DL-based networks [5]. Firstly, the image is normalized (pre-processed) to enhance suitability for subsequent steps. Another widely adopted 

procedure in previous works is Face Detection which localizes and crops the face within the image [15]. After cropping the face from the image, 

its representing features are extracted using statistical analysis or pre-knowledge ML, while DL classifiers extract suitable features [16]. Then, 

using these features, a similarity test is conducted to find the matching face in the database, and a determination is made if the similarity level 

exceeds the designated threshold [17]. The input (suspected) face image is processed in the designed recognition system to decide whether the 

face is normal or exhibits a specific disease. Fig. 2 illustrates the generally followed steps in ML and DL recognition systems. Patient face 

images are collected, taking into account-controlled variables such as gender and age, along with the presence or absence of face disease. These 

images are then divided into training and testing subsets.  The training subset images are used to train the system, allowing the classifier to learn 

image weights based on previously known labels (disease types). Once the learning stage is complete, the system becomes capable of 

recognizing the test subset of images without requiring knowledge of their labels. As all dataset images are potential candidates for both training 

and testing, cross-validation algorithms are applied. This ensures that each image is included in the training subset during a specific period and 

in the testing subset during another period [14, 18]. 

2.3. Recognition algorithms 

Adopted algorithms in face recognition systems have different types and categorizing bases. Yet they can be divided, depending on feature 

extraction technique, into holistic-feature and local-feature techniques within ML networks, or DL-network techniques [12, 15]. Table 1 

summarizes the components of FR systems (ML & DL) and the adopted feature types. 

2.3.1. Machine-learning techniques 

Holistic-Feature (also called appearance-based) techniques depend on the global face appearance to extract the relevant features, as they deal 

with the human face as an integral object. They extract holistic features and globally match their face to their corresponding in the dataset 

images. Without requiring detailed knowledge about the inner components, the human face is converted into major or principal features 

(vectors). The standard types of holistic feature extraction algorithms were adopted in the form of Linear Discriminant Analysis (LDA), 

Principal Component Analysis (PCA), Independent Component Analysis (ICA), and Discriminant Common Vectors (DCV). Support Vector 

Machine (SVM) is widely adopted for classifying the extracted features, where it optimizes ICA and PCA performance [2, 12, 15]. 

By ignoring the holistic appearance and digging for more-detailed features, local features were also adopted in other methods, they divided the 

face image into segments regarding the differences in biological face components (eyes, nose, cheeks and mouth). These methods provide high 

result accuracy. Different types of face features were adopted in ML networks like Local Binary Patterns (LBP), Geometric Features, Histogram 

of Oriented Gradients (HoG), Elastic Bunch Graph Matching (EBGM), Elastic Bunch Graph (EBG), and Hidden Markov Model (HMM). Such 

types of features depend on prior knowledge to accomplish the selection of suitable face features, which, in some cases, presents a significant 

challenge [2, 12, 15]. 

 

Fig. 2. The major steps adopted in face recognition system using ML and DL networks 

2.3.2. Deep learning networks 

ML and DL networks have addressed and highlighted problems related to multidimensional data processing. Radial Basis Function (RBF) and 

Probabilistic-Decision-Based Neural Networks (PDBNN) were designed using Artificial Neural Network (ANN), and they demonstrated 

considerable levels of performance when applied to relatively small datasets. As an example of DL networks, Convolutional Neural Networks 

(CNN) were widely adopted in FR research, showing different levels of accuracy based on the architecture of the CNN networks used. Another 

advantage of DL networks is their ability to eliminate illumination effects and emotional variance in facial images [3, 15]. Similar to 

conventional images, DL algorithms were developed to have the ability to analyze video frames that record human-face movements to indicate 

specific diseases. Three-dimensional Convolutional Neural Network (3D-CNN) is an adaptation from conventional CNN, extracting 

information provided by successive video frames [19]. 3D-CNN was adopted for detecting specific diseases (neurological) that cause 

dysfunction in the human face. Other researchers developed another version of DL models by combining conventional DL algorithms with 

Long Short-Term Memory (LSTM) to classify infected faces [20]. 
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2.3.3. Advance recognition algorithms 

Advancements in face recognition research have gradually been integrated into medical applications, particularly in the face diagnostic field. 

An exemplary application in this field is the OpenFace 2.0 software, an open-source analyzer for facial behavior equipped with tools available 

for both researchers and users. It provides a facial framework for head pose tracking, landmark detection, facial action unit, and eye gaze 

recognition [21]. Some researchers have built their model using direct dependence on this software [4, 22]. The availability of such software 

enhances the capabilities of medical application researchers, allowing them to focus on improving their methods concerning disease attributes. 

Table 1. Summarizes adopted approaches and feature types used in FR systems 

Types Approaches 

Feature Extraction 

Elastic Bunch Graph (EBG) 

Elastic Bunch Graph Matching (EBGM) 

Hidden Markov Model (HMM) 

Histogram of Oriented Gradients (HoG) 

Local Binary Patterns (LBP) 

Classifiers 

2D-Image Principal Component Analysis (2D Image IPCA) 

Discriminant Common Vectors (DCV) 

Eigen-face-Based Methods PCA Algorithm 

Independent Component Analysis (ICA) 

Kernel Principal Component Analysis (Kernel PCA) 

Linear Discriminant Analysis (LDA) 

Principal Component Analysis (PCA) 

Support Vector Machine (SVM) 

Deep Learning Approaches 

Alex Krizhevsky Network (AlexNet) 

Visual Geometry Group Network (VGGNet) 

Google Net 

Residual Network (ResNet) 

3. FR Techniques and Utilities 

3.1. Disease variety performance 

3.1.1. Endocrinology and metabolism 

Endocrine disorders were identified by abnormal levels of hormones, where patients have metabolic diseases causing noticeable modifications 

in face features (muscles, bones, or soft tissues). In the early stages, the general signs of such diseases can be easily confused with other signs 

of metabolic disorders. A standard process of diagnosis is generally complex, with different examples of imaging examinations and hormone 

testing [23, 24]. The significant levels of performance in face recognition (for diagnosis approaches) made it accessible, screening and fast 

application. 

As another example, a high level of growth hormone causes acromegaly disorders, characterized by patients having bigger nose sizes, 

rectangular faces, bigger lips, a bulging forehead, and prognathism [23]. A wide range of algorithms were built for detecting acromegaly cases 

in the human face. One of the early studies conducted in 2006 by Learned-Miller et al. [25] involved building a 3D detection model that 

classified frontal views of the patient faces into several classes, but their method was not a fully automated application. They handled a 49-face 

dataset of patients with acromegaly, and their results yielded considerable (85.7%) accuracy. Following that, another detection method was 

developed using Gabor Wavelet Transformations (GWT), which was a robust manner against undesired noise. Their dataset handled 57 images 

of patient faces with about 60 controls (age-matched and gender-matched). Notably, their results yielded a lower accuracy level than the previous 

study, reaching 81% [26]. In another work, the authors handled LBP features using Manhattan distance classifiers, where the results yielded 

(97%) accuracy. Using bigger datasets to be handled in ML techniques increases the efficiency of FR systems [27]. Kong et al., (2018) [28] 

adopted their own constructed dataset, which contains 596 controls dataset for 527 images of patients with acromegaly cases. The ML-based 

systems provided effectiveness, specificity and sensitivity (96%). Other acromegaly cases were handled in another work based on the (1131-

image) dataset, which contains (1131infected & 12,598 normal) faces. The performance of their work yielded (94.79%) accuracy and (0.9556) 

for Area under Curve (AUC) [29]. 

3.1.2. Muscles- nervous disorders 

Face topography is essential in detecting infections and changes in Muscles- Nervous (Neuromuscular) diseases. Different AI algorithms were 

widely designed and applied to detect facial neurological diseases. Although FR applications still have their limitations compared to other 

applications [30], they have shown considerable utility for diagnosing different diseases. Losing facial muscle function or motion ability is 

referred to as facial paralysis. Diagnosing such a disease requires a doctor's ability to rank the scale for face topography and features that can 

be measured by muscle movement [31]. Conventional techniques were related to asymmetry and 2-side face extraction. Captured clips from 

patient videos, consisting of 75 infected and 10 control cases, were processed using a combination of LBP, Gabor filter, and Adaboost methods, 

yielding a relatively low accuracy value (60.7%) using ML networks [32]. However, considerable enhancements have been achieved in 

assessment objectivity with the use of DL networks.  Gou et al. [33] proposed an end-to-end solution for direct analysis of face images using 

fine-tuned Deep CNN networks. Their experiments considered the facial expressions 105 images for patients and 75 ones for controls, resulting 

in a considerable classification accuracy (about 91%). Additionally, full 3D-CNN networks are used to build 3DPalsyNet as a grading software 

for motion recognition and face palsy. This framework showed an accuracy rate of 86% in motion detection and 82% in face palsy [34]. 

Degenerative diseases cause death or damage of neurons, referred to as neurodegenerative diseases, and they affect the central nervous system. 

The most widely spread type of dementia is Alzheimer's Disease (AD), where the patient progressively loses thinking skills and memory. It is 
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commonly a result of the death of brain cells and brain atrophy. Another disease is the Parkinson's Disease (PD) which results from a significant 

lack of dopamine secretion, where usually, PD patients have a masked face. Amyotrophic Lateral Sclerosis (ALS) has low occurrence rate, yet 

it causes a significant loss in motion neurons controlling voluntary muscles [35]. Tau, et al (2021) [36] reviewed the published papers in the 

field of Neurodegenerative Diseases and discussed them in detail. Table 2 summarizes the methods, dataset sizes, infection type, and d 

performance results of the published papers. As a contribution to the field of ordinary diagnosis approaches, adopting an FR approach showed 

considerable performance. Realistic datasets were collected and offered freely available to provide considerable images to study like Public 

Datasets Efforts and Real-World. In addition, a recent dataset was collected from static images showing face diseases. Different sources from 

the Internet were used to collect these images, forming the In-The-Wild dataset.  This dataset provides intensity features and face landmarks 

that help in classifying morbid cases [37]. Bandini et al. (2021) [38] constructed an open-source dataset collected from video frames to show 

the weakness in facial motions. Despite the availability of these datasets, more face-case images are needed to provide significant data and to 

ensure accuracy. 

Table 2. A summary of published papers regarding Degenerative diseases 

Method Dataset Size Infection Type Performance 

XGBoost & Random Forests [39] 100 PD & HC Accuracy= 67% 

LSTM & tremor extraction [20] 64 PD & HC Precision = 86% 

SVM & OpenFace 2.0 [4] 604 PD & HC Accuracy = 96% 

CLM,AAM, SDM, ERT, FAN [38] 22 ALS & HC Accuracy= 89% 

SVM, Random Forests, HOG, LBP, KNN, [40] 140 PD & HC F1 = 88% 

Deep CNN [41] 238 AD & HC Accuracy = 94% 

3.1.3. Abnormality in muscle-nervous chromosomes and genetic   

Disorders in chromosomes and genetics affect the general internal components and the outer shape of the human face. Genetic changes have 

direct effects on the fetal development of face components or indirect effects on face phenotype due to the abnormality in the systemic 

environment. Standard methods for disease detection include chromosome karyotyping and genome sequencing, which confirm the abnormality 

of genetic subjects. In such processes, clinicians must have an early knowledge about the probability as well as the analysis and detection 

techniques. Early acknowledgement of the infection is highly useful for the patient to consider starting an early therapy or to have a long-period 

support [42].  

One of the common aberrations of chromosomes is Down Syndrome (DS), which is usually a result of trisomy 21. On the other hand, the 

occurrence probability is still small (1/800) among newborns worldwide [43]. Extracted features from the human face of infected persons with 

DS include upward slanting palpebral fissures, a flattened face, epicanthus, protruding tongue and small ears. Some DS studies [44] using ML 

methods were designed for small-size datasets. In another work [45], ICA was adopted to design a hierarchical local model. The authors studied 

50 under-age DS patients (80 controls) and accurately extracted face landmarks. Their classification experiments yielded an accuracy measure 

of about 97%. 

An automatic identification system for DS was built using DL approach with CNN networks, requiring a larger image dataset. The adopted 

dataset consisted of 10,562 face images of healthy and infected persons with DS [46]. The experimental results yielded an accuracy of 

approximately 96% and a specificity of 97%, highlighting the potential of AI-based DS detection systems. The authors trained their proposed 

system using Caucasians face images, while other studies utilized similar algorithms on Asian and African faces [47-49]. These studies 

demonstrated considerable performance of AI algorithms due to the race variety, as DS is a global disease.  

Another type, Turner Syndrome (TS), represents a partial or complete loss of the ‘X’ chromosome, making it more prevalent in women with 

an occurrence ratio of 1/200. Infected persons have phenotypic disorders in the face systems. Common features of TS include ear deformity, 

epicanthus, micrognathia, multiple nevi, and a high-arched palate [50]. Song et al. (2018) [13] handled TS by constructing a model based on 68 

facial landmarks extracted using medical observations. Their experimental results yielded about 85% for accuracy rate. A disease detection 

system from face image was developed using DCNN [51]. The authors collected a 207-image dataset for female TS patients with 1074 controls. 

Since most of the dataset subjects were photographed more than once, the framework of their research was designed using different image 

selection methods to decrease bias effects. Their system yielded a considerable accuracy rate (97%), with an AUC value of over 0.95. 

Furthermore, they conducted a prospective study with a small sample size of 2 patients and 35 controls. The authors used sensitivity and 

specificity to evaluate their experimental results with similar results (97%) for both. Their dataset images were captured, in general, for Chinese 

subjects.  

Both DS and TS genetic diseases are chromosomal Disorders. Different studies have been conducted in recent years to build efficient FR 

methods for detecting genetic diseases. An automatic face-disease detection method was conducted depending on LBP features and Bayesian 

networks called Facial Dysmorphology Novel Analysis (FDNA) [52]. Gurovich, et al (2019) [4] provided an analysis framework for face image 

named DeepGestalt using DL algorithms, and it was designed as a smartphone application named. Deep CNN networks were also proposed to 

build an assessment for human-face morphologic features, which was used to help TS patients [18]. Table 3 summarizes a set of previous works 

in the field of genetic diseases regarding followed technique, dataset size, and performance. Most of the discussed works yielded over 90% 

accuracy, indicating high performance in disease detection. Although some of them are relatively old, we tried to discuss all available literature 

in the field of genetic disease detection. 

3.1.4. Disease seriousness 

Recently, FR algorithms were applied to determine the seriousness of diseases in emergency rooms. A CNN network was proposed to classify 

real illnesses from fabricated ones in individuals. The experimental results yielded a sensitivity of 100% and a specificity of 42% [60]. Lin et 

al. (2020) [61] designed a deep CNN network for identifying patients that have coronary artery for severe illnesses. They conduct a multicenter 

cross-study analyzing a 5796-patient dataset, where their results yielded (0.80) for sensitivity, (0.54) for specificity, and (0.73) for AUC. In 

another study, researchers built another CNN model to distinguish the faces of patients with asymmetric strokes [37].  
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Table 3. Face recognition works in genetic disease detection based on the human face 

Followed Technique Dataset Size Handled Disease 
Performance 

Accuracy AUC 

Deep CNN [18] 246 Congenital adrenal hyperplasia 92% -- 

FDNA [52] 48 Cornelia de Lange syndrome 94% -- 

Face2Gene [53] 49 Cornelia de Lange syndrome 84% -- 

Face2Gene [54] 853 
X-linked hypohidrotic 

ectodermal dysplasia 
-- 0.98+ 

Face2Gene [55] 1102 
Emanuel syndrome & 

Pallister-Killian syndrome 
-- 0.98+ 

Face2Gene [56] 53 Aymé-Gripp syndrome -- 0.994 

Face2Gene [57] 223 Mucolipidosis type IV -- 0.853 

Face2Gene [58] 14 Kabuki syndrome 93% -- 

SVM +LBP[59] 447 
Noonan syndrome 

Williams-Beuren syndrome 
86% -- 

3.1.5. Non-genetic syndromes  

Some types of syndromes, such as Fetal Alcohol Syndrome, are a result of higher rates of alcohol consumption during a woman’s pregnancy 

months. In the study, human face images were used to extract facial features from 60 cases of Fetal Alcohol patients [62]. For other alcohol-

related disorders, FDNA was also applied, which showed higher performance than manual inspection [63]. Another complex disease is 

inveterate stress syndrome, which manifests as dark images, and Gamma Correction was used to create a uniform image. These images were 

then handled using Cascaded CNN with face landmark extraction. Their system was proposed to help long-distance drivers determine if they 

are fatigued or alert [64]. 

3.2. Clinical applications 

Automatic algorithms for face analysis were adopted to build corresponding software like Face++ [65], and they were used in security 

surveillance, identity recognition, age estimation, etc. applications in real life. Researchers in the clinical field tended to develop such 

technologies where the face image of the patient is analyzed and handled using software applied on smartphones. Using such software, the 

patient can send their face image and receive the medical diagnosis in no time. Face2Gene is a standard application that is widely installed on 

smartphone apps for diagnosis using FR algorithms [5]. It’s designed for training on 216 types of genetic syndromes and a dataset of 17,106 

face images for 10,953 cases, and it recorded high performance when employed in different studies. Another tool for face assessment is Auto-

eFACE that depends on Deep CNN networks to handle facial expression [66]. 

Other related programs had their share of attention from researchers in face recognition at National Institutes of Health (NIH). Researchers in 

this institute developed identification software for DiGeorge syndrome, which is also called 22q11.2 Deletion Syndrome [67]. Fig. 3 shows that 

patient images from different populations such as Latin Americans, Caucasians, Asians, and Africans were chosen to train this software [68]. 

Both specificity and sensitivity were higher than 96% for all population groups. 

 

Fig. 3. Different populations for recorded cases of Deletion Syndrome [4] 

3.3. Characteristics of FR methods 

Diagnosis methods using FR applications provided the possibility of resolving obstacles faced by traditional approaches. Many detectable 

diseases are characterized by various non-typical clinical appearances, making accurate and clear diagnoses challenging, particularly during 

late stages of infection. For example, in some cases, Cushing’s syndrome and acromegaly are diagnosed after (2- 6) and (6) years delay 

respectively [69]. Due to the rarity of these diseases, clinical inspectors and apprentice doctors need extensive knowledge and experience to 

recognize their symptoms. Distinguishing between symptoms of similar diseases poses an additional challenge. Furthermore, conventional 
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techniques have their complexities as well as time and cost implications. Thus, as a comparison, FR techniques record higher accuracy, more 

informative results, and reduced time and cost requirements. 

3.3.1. Significance  

Significant FR-studies showed that, as a comparison with human inspectors, FR-based systems yielded better rates of accuracy in recognizing 

similar face images. Regarding early inspection for the acromegaly disease, computer-based diagnosing techniques yielded 86% accuracy rated 

against over 26% rate for human inspectors [70]. Another system for acromegaly detection yielded better performance than technician expertise 

and general-specialist internists (temperate-feature patients) [71]. Different-level medical technicians from different backgrounds were to 

perform an online experiment [72]. Medical students and physicians were asked to test face images for Turner Syndrome disease that were 

previously tested by computer algorithm for FR diagnosis. The results of automatic FR classification yielded better specificity and sensitivity 

than human judgments. ML-based FR classifier of Cushing’s syndrome and acromegaly was benchmarked with the visual classification made 

by residents, medical students, and clinical workers. The Auto FR system recorded higher accuracy than visual tests conducted by humans [29]. 

The practicality of FR applications was also explored by comparison with different other diagnosis approaches. Since the 2000s, novel studies 

of FR systems have benchmarked their results with other manual measurements to demonstrate the objectivity of FR applications using an ML 

basis. In ordinary diagnosis, measurements of FR-based anthropometric accomplished using a hand-held ruler by skilled dysmorphologists 

recorded the best results. An automation-based method was developed to analyze and classify facial motion. The authors built their study in 

consistency with the manual-tracking analysis of disorders in facial nerves [8]. AI disease detectors also recorded considerable accuracy in 

relating facial disorders to subjective assessment. Different studies were also conducted on AD disease and facial paralysis [33 & 35]. Diagnostic 

systems based on FR provided close predictions to the grading system of the facial nerve (House–Brackmann) and Mini-Mental State 

Examination (MMSE) in these face disorders. 

3.3.2. Inclusivity  

Besides the significance of diagnosis results, the auto-analysis of face images had high clinical informative characteristics. Regarding the 

evolution of 3D facial technologies, face phenotypes could have higher-accuracy quantification with a predictor role. Due to acromegaly 

disorder, face-image features were accurately illustrated regarding the disorder progression, severity, and occurrence after some kinds of 

surgery. Some researchers [10] provided a set of pivotal measures for discrimination in disease classification regarding male/female 

differentiation. Some of such features were proved to be linearly connected to Insulin Growth Factor 1 (IGF-1) levels [67]. Other researchers 

conducted a study on 668 patients [73], and they showed the superiority of face features in providing high-accuracy anticipation of responses 

for transsphenoidal surgical (TSS) patients. They compared their results with the ordinary invasive grading using the examination of pituitary 

image. 

The novelty of such screening technologies goes beyond the differentiation of healthy from infected individuals, as they provide holistic 

diagnostic utilities. By studying an input face image, the standard application (Face2Gene) provides a list containing 30 possible types of genetic 

diseases, where the accuracy rates were about (91%) for a list of 10 diseases [5]. The same application (Face2Gene) was also applied on 

Japanese patients and yielded considerable accuracy also [74]. In another work [75], the authors invented a similar deep phenotyping monitoring 

technique that provides an early classification for potential risks to enhance global care for populations.  

3.3.3. Contribution  

The assemblage of AI- based techniques and medicine requirements provides considerable assistance to clinicians and patients, Additionally, 

it supports applied systems in healthcare fields [76]. Despite the insufficiency of direct evidence for studies on face analysis, previous works 

recorded significant improvements for AI techniques in the workflow that decreases the medical errors. There are many outstanding utilities 

from using ML-based face recognition algorithm for disease diagnosis such as reaching the knowledge edges. Where the number of face cases 

in the dataset is highly more than the total number of cases inspected by a skilled inspector, such a number provides to any-level inspector the 

accessibility to an accurate diagnosis. Furthermore, due to the ease of system installation on a portable device (mobile) and the ability to handle 

case images within seconds, the time consumption by traditional diagnostic methods is minimized. 

4. Suggestions for Contribution   

4.1. Enlarging data size 

Most of the previous works showed the utility of studying larger datasets, especially in ML-based techniques. It is proven that training ML 

systems with larger datasets results in higher performance and reduced error rates. Moreover, human faces naturally exhibit different features 

due to the variation in gender, race and age. Studying the demographic effects of FR-based diagnoses systems suggested that the younger ages, 

females, and colored persons had less performance levels [2, 12, 16]. Simultaneous identification is crucial for disorders (dysfunction or 

disfigurations) of the limbs and stem. Langevin et al. [77] constructed a computer framework (PARK) for diagnosing PD disease with posterior 

healthcare. Such a considerable framework asks the patient to apply 1 audio task and 6 oral motor exercises on the webcam. The ordinary 

ATLAS system was designed to inspect patients from the ancestry of northern European only. In contrast, the National Human Genome 

Research Institute (NHGRI) applied ATLAS to individuals from various ancestral backgrounds in Diverse Populations [78]. This version of 

ATLAS aims to collect images of geometric features caused by different types of inherited diseases across different regions. In addition to 

genetic syndromes, integrated information about facial details is expected to cover a wide range of races, genders, and diseases, thereby 

supporting current systems. 

4.2. Influencing factors in diagnosis accuracy 

Many factors influence the analysis accuracy of face images, including age progression, different styles of head, facial expression, illumination, 

and face occlusion (caused by hair, glasses of hats) [12]. Detection techniques are continuously being developed to mitigate the influence of 

such factors. Medical technicians have also inspected possible critical factors that can influence the performance of FR-based Disease Detection 

Systems (DDS). Genetic disorders were also analyzed regarding overlapping facial patterns, which showed that the growing groups enhanced 
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the accuracy rate, while race and gender variation recorded insignificant effects [78]. However, only a small portion has been researched and 

applied regarding disease detection systems. An efficient evaluation of FR techniques in face-disease detection was performed by analyzing a 

set of participants (12,557) that have different diseases, where each participant has a single one [79]. The authors called their work “Facial 

Recognition Intensity” explaining how face features are complex. By increasing the size of the training dataset and using DL networks to 

enhance detection accuracy, they improved diagnostic performance by 0.02.  

4.3. Integrating the contributed technologies 

Recently, 3D face images have gained popularity in FR techniques due to their ability to provide more-depth information with less distortion 

in captured images. Different ML techniques have been developed for the classification of genetic syndrome types [80]. On the other side, 3D 

versions of CNN networks have been developed to handle face-motion attributes [81]. These innovative technologies provide wider ranges of 

interpretation and identification, especially for muscle-nervous  disorders. Moreover, it is essential to consider real-time applications in disease 

detection and incorporate them into proposed systems for clinical use. Live capturing for the human face can detect eye blinking and distinguish 

between the face and a manipulated image [82]. An itemized facial analysis to handle each face organ can provide a contributed optimization 

and combined analysis for local features can provide higher-accuracy performance while identifying the whole face image. Guanjie et al. (2021) 

[83] proposed a clinical-aided diagnosis scheme to analyze eye images of serious eye myasthenia patients. Some diseases can affect human 

movements, such that disease detection can depend, besides face images, on posture or motion analysis identified using DL techniques [84]. 

Facial expressions represent an additional set of factors that affect FR performance, which can be detected using DL & ML networks to enhance 

learning performance and detection generalization [85]. Patients who have difficulties in communication with medical staff can take advantage 

of Auto-pain detection. Such an approach assists the role of medical staff to provide higher-quality medical help [86]. An auto-emotion detection 

system, which depends on facial landmarks, was proposed to help some medical staff who have low-level abilities in understanding facial 

expressions. Responses of patients with Alzheimer's disease, autism, and low-vision ability disorder can also be enhanced using auto-emotion 

detection systems [87]. An additional proposal is to assess face restoration after medical surgery, which was developed by Boonipat et al. [88].  

On the other side, a Systematic Literature Review (SLR) was conducted to analyze algorithm refining within limited sizes of image datasets 

[89]. By analyzing the ML classifications of autism disorder, the proposed work determined that splitting the training/testing dataset stably 

(Nested Cross-Validation) provides unbiased and robust prediction regardless of the size of the image dataset. State-of-the-Art in the field of 

ML works keep producing improvements and expansion of applications.  

4.4. Advanced applications  

Besides assessment and diagnosis, face-image analysis plays a crucial role in determining target treatments and enhancing medical 

enlightenment. Ridha et al. (2020) [11] proposed a novel physical therapy for facial disability using a 3D printed head-accessory. An ML kit 

provided by Google was adopted for disability prediction using ANN to anticipate the disability percentage. Combined with a headgear, such 

an ANN prediction scheme suggested an ordinary treatment period for physiotherapists. ANN-based facial analysis was adopted also in 

radiology and pathology education [90, 91]. As an example, pathologists have adopted face-image synthesis techniques for training purposes, 

which provides a useful tool to control the quality and eliminate visual and intellectual bias. In FR fields, face patterns can be in the 3D domain 

as models for the medical education of students, which helps to understand the occurrence chances and development stages of the disease. 

4.5. Research- products path 

The wide expansion of AI algorithms for image interpretation has been approved by the Food and Drug Administration (FDA) [76]. Although 

the number of published articles and reviews has been growingly extending recently, only a limited number of study articles have been 

successfully transformed into tools for diagnostic aiding. Mobile tools and applications with easy installation (Face2Gene for instance) represent 

the most effective research converted to end-user products. To ensure the sufficiency and efficiency of AI-based and ML-based products as 

devices for medical purposes, the FDA organization has released a framework of regulations with an attitude plan [92]. For future expectations, 

besides productizing research algorithms, the concentration will tend to eliminate practical bias and performance validation in medical research 

scenes. 

4.6. Security and safety 

In current works and research, human face images are considered a critical concern of privacy for individuals. When a patient is asked to capture 

a facial photo, a higher number of them demonstrate worry or hesitation considering the face's private information can be leaked [93]. Patients 

were asked by NHGRI to sign a copyrights form before capturing their face images on the Atlas website. Ethically, the implications of FR 

technologies require more regulating laws and rules. Safety, security, autonomy, privacy, and responsibility represent the major considerations 

[94]. In an analytical study of regulations in Europe and the United States, FR technologies provide higher performance when assessing the 

impacts of data protection and human rights [95]. Roundtree et al. (2021) [96] conducted an integrative study by reviewing the published 

articles, in recent decades, that analyzed ethical aspects of FR issues. Regarding clinical issues, captured images of patient faces must be handled 

earnestly as significant records in medical studies. Considering another type of safety issue, internal or external intrusions into DL-based 

frameworks indicate another safety challenge [97].  

Safety preparations must consider network vulnerability to hostile challenges, especially in DL-based systems. For adversarial robustness, 

hostile challenges have different types such as robust optimization, gradient masking, and detecting hostile examples [97]. In FR applications, 

assessing and testing are usually set to test current models, yet several optimization frameworks were proposed. Despite all efforts in face 

classification frameworks, deeper studies should be conducted to ensure the safety of FR classifiers for clinical applications.  

5. Conclusion 

Different technologies were developed in FR-based diagnosis over the recent decades, but the convergence of human face analysis and 

diagnosing of facial diseases remains a promising research branch. In clinical preparations, capturing processes for human face images need 

standardization to ensure high-quality images. Traditional detection methods (feature-based) and DL methods were proposed for FR-based face 

diagnosis. The detection systems that depended on facial recognition recorded considerable levels of accuracy in detecting different types of 
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facial disease, covering chromosomes and genetic, endocrinology and metabolism,  muscles- nervous besides non-genetic syndromes and 

disease seriousness. Despite the numerous research algorithms proposed for face-based diagnosis, only a few of them were converted into 

practical clinical applications. As benchmarking with other ordinary diagnosis approaches, FR-based approaches for disease detection were 

higher objective, accurate, informative, and comprehensive. FR applications also provide the ability to improve the efficiency of the healthcare 

system. Although different research ideas are applied in this field, several new areas can be considered for future research. Expanding the size 

of face image datasets can lead to higher accuracy, and the factors affecting diagnostic accuracy levels should be analyzed and tested. Additional 

research ideas can be converted into products to provide more medical services. Other medical services rather than only diagnosis provide 

promising fields to be searched. Security and safety issues are considerable ethical aspects that need wider investigation to be organized under 

appropriate regulations. 
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