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Nowadays, the safest and most extensive type of transportation is air flights, and tens of thousands of flights are carried 

out from different airports every day around the world. However, many of these flights have short-term or long-term 

delays, which cause the passengers' plans to change, and as a result, the airlines suffer losses. the first step to deal with 
these air delays is to predict them air delay. Regression functions and machine learning algorithms have a very good 

performance in predicting time series data. In this research, the optimized support vector regression (SVR) algorithm has 

been used to improve the accuracy of air delay prediction. The SVR algorithm is a machine learning algorithm that uses 
regression functions. The SVR algorithm has hyperparameters that play a key role in its performance and setting these 

parameters is very important. In this research, to improve the performance of the SVR algorithm in predicting air delays, 

the particle swarm optimization (PSO) algorithm has been used to adjust the hyperparameters of the SVR algorithm. The 
database used in this research was taken from the US Air Transport Fleet website and is an unbalanced database. Based 

on the results obtained from the simulations, our proposed method has improved with an average accuracy of 87.41% 

compared to other compared works. 

This is an open-access article under the CC BY 4.0 license (http://creativecommons.org/licenses/by/4.0/) 
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1. Introduction 

Delay is a significant performance metric in transportation systems that individuals tend to remember clearly. In commercial aviation, delay is 

defined as the period during which an aircraft is kept from proceeding. A discrepancy between the planned and real departure or arrival times 

of an aircraft may suggest a delay [1]. Various statistics related to tolerance standards for flight delays are accessible to national regulatory 

authorities. Flight delay is a crucial topic in aviation transportation networks. In 2013, 16.3% of flights in Brazil had either cancellations or 

delays over 30 minutes. 36% of flights in Europe experienced delays over five minutes, compared to 31.1% of aircraft in the US facing delays 

exceeding fifteen minutes [2, 3]. This demonstrates the significance of the indicator and its impact regardless of the size of the meshes. 

Airline delays have detrimental effects on travelers, airlines, and airports, mostly from an economic standpoint. Due to the unpredictability of 

their occurrence, travelers typically budget for longer journey times to get to their meetings on time [4, 5]. However, airlines face fines, penalties, 

and increased operating costs, including the cost of keeping crew and aircraft at airports [6, 7]. Delays can have negative environmental impacts 

by leading to higher fuel use and increased petrol emissions, as viewed from a sustainability standpoint [8–10]. 

Airlines rely on consumer loyalty for their frequent flyer programs, and reliable performance impacts consumer choice. Delays can jeopardize 

airlines' marketing efforts. a correlation has been seen between the frequency of flights, aircraft sizes, fares, and degrees of delays and complaints 

regarding airline service [11–13]. Estimating flight delays can help airport and airline officials make better tactical and operational decisions. 

It can also alert travelers so they can change their plans [14]. 

Large volumes of data from commercial aviation are collected and stored in databases every second to gain a comprehensive insight into the 

entire flight system. Engrossed in the copious amounts of data produced by sensors and the Internet of Things [15–17], Analysts and data 

scientists are improving their computational and data management abilities to derive value from every data point. Understanding the field, 

organizing data, and implementing a model are key components of "Data Science." Addressing problematic Big Data-related challenges is a 

typical approach. 

This research has tried to provide an efficient prediction model to increase the accuracy of predicting the delay in the flight of airplanes. Using 

the results of this model in the future, researchers can find solutions to eliminate these delays as much as possible. 
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Nomenclature & Symbols   

PSO   Particle Swarm Optimization GRA   Gray Relational Analysis 

SVR   Support Vector Regression GA   Genetic Algorithm 

US   United States BP   Backpropagation 

DOT   Department of Transportation LM   Lunberg-Marquardt 

BTS   Bureau of Transportation Statistics DL   Deep Learning 

RUS   Random Under-Sampling SAE   Stack Noise Removal Auto-Encoder 

SVM   Support Vector Machine SDA   Denoising Autoencoder 

RNN   Recurrent Neural Network BC   Betweenness Centrality 

CAM   Cluster Airport Modeling   

 

This paper suggests a novel data-mining and machine-learning method for predicting delays in flight planning more accurately and preventing 

delays from escalating. This method utilizes the Particle Swarm Optimization (PSO) algorithm to enhance Support Vector Regression (SVR). 

The methodology is tested using the US flight networks.  

Our motivation for using the PSO-SVR model and improving the SVR algorithm by the PSO algorithm to predict aircraft flight delays is to 

have a simple model with low computational complexity and optimal accuracy. In many of the models proposed in the past, very complex deep 

learning networks have been used for this purpose, which are not cost-effective either in terms of time or computation. 

In the following, a summary of the literature is given in Section 2, and a suggested strategy for predicting aircraft delays is explained in Section 

3. The experimental datasets and findings are described in Section 4. Lastly, the findings are given in Section 5. 

2. Related Work 

The authors in reference [18] Analyse network data to estimate aircraft delays at an airport and compare delay patterns with similar airports in 

the network. The "Cluster Airport Modelling" (CAM) technique uses network-based features as regressors to generate a time series for each 

cluster of airports and applies a common model such as a regression model with ARIMA autoregressive integrated moving average () (REG-

ARIMA) to each cluster. Each model is applied separately to the data from each airport to forecast flight delays. a network analysis of airports 

was conducted and found that the betweenness centrality (BC) score was a useful predictor for anticipating flight delays. An investigation of 

305 US airports and seven years of flight data demonstrates that CAM can accurately forecast flight delays.  

In [19] is proposed a CNN-LSTM deep learning framework to consider the spatial–temporal correlations together with the extrinsic features 

for flight delay prediction. The CNN-LSTM model consists of a Convolution neural network (CNN) architecture to learn the spatial correlations 

followed by a Long short-term memory (LSTM) architecture to capture the temporal correlations. The spatial–temporal correlations obtained 

from the CNN-LSTM framework are then fused with the extrinsic features (e.g., airline issues, distance, schedule fly time, etc.) as inputs of the 

random forest (RF) model for flight delay prediction. 

To estimate the likelihood of flight delays in aviation using aggregate data, the article [20] performs data mining employing causal machine 

learning algorithms in the USELEI (Understanding, Sampling, Exploring, Learning, Evaluating, and Inferring) process (perception, sampling, 

exploration, learning, evaluation, and inference). gathered from many sources. The results showed that the chance of a flight delay was 

significantly influenced by predictors such as reported arrivals and departures, demand for arrivals and departures, capacity, efficiency, and 

traffic volume at origin and destination airports. More significantly, how these predictors interact with one another and cause delayed events 

offers the causal interrelationships between variables in a properly structured network. Finally, to assess many what-if situations and create 

practical plans to lower the risk of delay, sensitivity analysis, and causal inference might be used.  

The suggested model is examined in the paper [21] by combining various sampling strategies with machine learning methods. The model's 

practical application was illustrated using highly noisy, imbalanced, scattered, and skewed historical data from an international airline that 

operated in Hong Kong. According to the results, a machine learning algorithm using Constructive Neural Networks with an Artificial Minority 

Method Sampling Technique on Tomek's Sampling-Links Method (SMOTETomek) can classify the delay situation and predict the delay 

duration at the threshold of 60 minutes and 30 minutes, respectively, with a more balanced average recall accuracy of 65.5%, 61.5%, and 59% 

for a 4-hour forecast horizon. The suggested model outperformed the parallel model in terms of precision recall and area under the curve for 

minority labels, with scores of 32.44% and 35.14% compared to 26.43% and 21.02% for 60-minute and 30-minute thresholds, respectively. 

Additionally examined is the effect of various sampling methodologies, strategies, and estimating processes on forecast performance. 

A deep learning (DL)-based model for flight delay prediction is presented in the article [22]. One of the newest techniques for handling complex 

problems with lots of data is deep learning (DL). Furthermore, significant features can be automatically extracted from the data by DL. 

Furthermore, a strategy based on the stack noise removal auto-encoder is devised and implemented in the proposed model, taking into account 

that noise is present in the majority of the flight delay data. The Lunberg-Marquardt algorithm is also utilized to determine the proper weight 

and bias values, and the output is then optimized to yield highly accurate results. Two additional structures have also been built to examine the 

impact of the LM algorithm and the stack noise elimination automatic encoder on the model's structure. The autoencoder and LM algorithm 

(SAE-LM) form the basis of the first structure, whereas the denoising autoencoder (SDA) alone forms the basis of the second. The model is 

applied to a US flight data set to analyze those three theories that may account for the imbalance in the data. Data correction was done using 

the small sample method in a balanced data set. These three models have been used for such tasks and their performance in terms of F-measure, 

memory, sensitivity, accuracy, and precision has been investigated in two different scenarios. The proposed prediction model's accuracy was 

compared to that of the previous prediction technique in terms of accuracy and tested the performance of the new model. The SDA-LM model 

becomes the most accurate when it is executed on proportionally balanced and unbalanced datasets. It surpasses both SAE-LM and the SDA 

models with accuracy, precision, sensitivity, recall, and F measure. The results indicate that the proposed model exceeds the performance of 

the previous RNN model in terms of accuracy evaluated on the different datasets. The Unger dataset is also performing better. 
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In [23] is proposed a framework integrated network called 'Attention-based Bidirectional long short-term memory' (ATT-BI-LSTM) for flight 

delay prediction. The Bidirectional LSTM model extracts the spatial and temporal of the flight network with weather features. The 'Attention 

mechanism' has been proposed to enable the model to discover significant and discriminating features that contribute to categorization. The 

first stage of the proposed framework is the 'preprocessing of dataset' which is performed through two steps. The first step is data transformation 

using a MinMax scaler to reduce the variation in the data. The second step is 'balancing the dataset' using the SMOTE technique for balancing 

data. 

In [24], the study of the problem of flight delay propagation and prediction is modified. Firstly, the CNN-based CondenseNet algorithm is used 

to predict the delay level of the three-level flight chain data. Based on this, the CondenseNet network is improved by inserting CBAM modules 

and named CBAM-CondenseNet. The experimental results show that the improved algorithm can effectively improve the network performance, 

and the prediction accuracy can reach 89.8%. Compared with the traditional machine learning method, the average prediction accuracy increased 

by 8.7 percentage points. 

Using supervised machine learning algorithms, the prediction model for airline arrival delays is shown in [25]. The forecast model was trained 

using meteorological data from July 2019 to December 2019 and domestic flight data from the United States. Flight delay prediction is the goal 

of the prediction model that was created using XGBoost and linear regression methods. Every algorithm's performance was examined. Weather 

and flight data were fed into the model. The XGBoost model utilised this dataset for binary classification to predict the presence of an arrival 

delay. A linear regression model was employed to forecast the length of the flight delay. 

The study [26] introduces a new flight delay prediction model and explores the variables that could impact flight delay. By using the K-means 

clustering algorithm in the aircraft delay database, five alarm levels are defined. Using the Gray Relational Analysis (GRA) technique to identify 

important elements relevant to flight operations, an enhanced machine learning system known as GRA-Genetic technique (GA)-

Backpropagation Neural Network Introduced is GRA-GA-BP, an optimized Is. by GA. The computation results demonstrate that the suggested 

prediction model based on GRA-GA-BP algorithm exhibits stronger stability and higher prediction accuracy when compared to the pre-

optimization models and two other methods in earlier works. It also operates well in terms of memory usage and performance. The analysis in 

this paper demonstrates that this model can assist airlines in taking proactive measures on flights exhibiting anomalous trends and can also 

serve as an effective early warning system for flight delays. 

Two probabilistic forecasting algorithms—random forest regression and mixed density networks—are used in the study [27] to predict aircraft 

delays at a European airport. The algorithms are effective and have an estimate of the desired probability distribution obtained with a mean 

absolute inaccuracy of under 15 minutes. multivariate probabilistic projections were introduced, including the expected delay, into the model 

which is designed to simulate a flight-to-gateway assignment problem to demonstrate the value of expected delay distribution. The task of 

waiting in the gate areas will be made more positive with this project. A comparison reveals that our aircraft-to-gate allocation model is more 

favorable compared to the deterministic aircraft-to-gate model with the number of aircraft involved in the project being decreased by 74% 

without considering possible delays. To sum up, it concludes adopting probabilistic forecasting within the provision of dependable airports 

operations is effective. 

In [28], a new method is proposed to address these issues. In the proposed method, a group of potential indicators related to flight delay is 

introduced, and a combination of ANOVA and the Forward Sequential Feature Selection (FSFS) algorithm is used to determine the most 

influential indicators of flight delays. To overcome the challenges related to large flight data volumes, a clustering strategy based on the 

DBSCAN algorithm is employed. 

In [29], a novel approach is developed which is an optimisation-driven deep learning model for predicting flight delays by extending a state-

of-the-art method, DeepONet. the Box-Cox transformation is utilised for data conversion with a minimal error rate. Also, a deep residual 

network is employed for the feature fusion before training our model. Furthermore, this research uses flight on-time data for flight delay 

prediction. 

In [30], it leveraged the power of artificial intelligence and machine learning techniques to build a framework for accurately predicting flight 

delays. To achieve this, is collected flight information from September 2017 to April 2023, along with weather data, and performed extensive 

feature engineering to extract informative features to train our model. A comparative analysis of various popular machine learning architectures 

with distinctive characteristics is conducted, aiming to determine their efficacy in achieving optimal accuracy on the newly proposed dataset. 

In this section, some of the latest researches in the field of airplane flight delay prediction were reviewed. In most of these researches, either 

machine learning methods such as neural networks have been used to predict delay or statistical methods such as ARIMA method. However 

the combination of statistical methods, machine learning, and optimization algorithms is seen as a gap in most of the past works, and this 

research has tried to solve this gap. 

3. Proposed Method 

The ultimate purpose of the study is to modify the Regression Vector Machine (SVR) method to ensure that it produces accurate results. The 

performance of forecasting locations in the model depends largely on the kind of learning it has acquired. In this research, the SVR 

hyperparameters are determined with the PSO algorithm. PSO is a quick and effective method utilized in solving both non-linear and linear 

optimization problems. 

Fig. 1 shows the diagram of the proposed method. 
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Fig. 1. Diagram of the proposed method 

3.1. Data normalization 

The following are considered in this step: 

▪ Selecting a subset of the data 

▪ Sort data for modeling 

▪ Remove or replace missing values or empty values 

▪ Providing a report on data quality 

Before data mining, the database must undergo data cleansing and conversion to ensure it is in an acceptable format. Initially, the data is 

normalised to make it ready for input into the appropriate programme. Explanation of data normalisation will be provided at a later time. 

Normalizing the data causes the data to be in an interval (L, H), for which the following relationship can be used 

𝑋𝑛 =
𝑋𝑖−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
(𝐻 − 𝐿) + 𝐿, 𝑖 = 1,2, … , 𝑁                        (1) 

X_i represents the actual value of the network input, while X denotes the normalised value. X_min and X_max represent the least and maximum 

values of X, respectively. The lower limit (L) is -1 and the upper limit (H) is +1 in the normalisation interval. Therefore, the aforementioned 

relationship can be altered as follows. 

𝑋𝑛 =
2(𝑋𝑖−𝑋𝑚𝑖𝑛)

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
− 1                                                                                                (2) 

The interval (L, H) is determined based on the problem type and the chosen transformation function, with a preference for using the intervals 

(0,1) or (+1, -1) over others. When the data is transformed to the range (0,1), the previous relation will be altered to the subsequent format. 

𝑋𝑛 =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
                                                                                                        (3) 

3.2. SVR algorithm 

Support Vector Regression (SVR) excels at ADDRESSING nonlinear issues and has been effectively applied across diverse domains [31]. 

Suppose the training sample is shown as 𝑋𝑌 = {(𝑥. 𝑦)|(𝑋1. 𝑌1) … (𝑋𝑛𝑑 . 𝑌𝑛𝑑)}: 

where nd is the number of training samples. In linear SVR, the relationship between input variable x𝑘 and predictor variable 𝑦̂𝑘 can be described 

by linear functions f(x) obtained from the following equation: 

𝑦̂𝑘  =  𝑓 (𝑥𝑘) =< 𝑤 ‚𝑥𝑘 > +𝑏                                                                                                        (4) 

where • is the dot multiplication sign, w represents the weight vector, and b represents the bias vector. The objective is to identify a pair of 

unidentified vectors (w, b) that minimizes the forecast error for the training set and maximises the ε divergence from the true target 𝑦𝑘. 

The second case means that there is no penalty for the pair of vectors during the optimization when |𝑦𝑘  − 𝑓(𝑥) | ≤ 𝜀 and is defined by the 

sensitive loss function, 𝑙𝜀, which can be expressed as follows [32]: 

𝑙𝜀 = |𝑦 − 𝑓(𝑥) |𝜀 = 𝑚𝑎𝑥{0. |𝑦 − 𝑓(𝑥)| − 𝜀}                                                                                                        (5) 
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To achieve optimal SRM and minimise complexity risk, it is important to reduce the value of soft w, where w^2=Thus, in mathematical words, 

the regression problem can be expressed as an optimisation problem in the following manner. 

𝑚𝑖𝑛
𝑤,𝑏,𝜉𝑘,𝜉𝑘

∗
 
1

2
|𝑤2| + 𝐶 ∑  𝑛𝑑

𝑘=1 (𝜉𝑘 + 𝜉𝑘
∗)                                                                                                         (6) 

subject to {

𝑦𝑘 − ⟨𝑤, 𝑥𝑘⟩ − 𝑏 ≤ 𝜀 + 𝜉𝑘

⟨𝑤, 𝑥𝑘⟩ + 𝑏 − 𝑦𝑘 ≤ 𝜀 + 𝜉𝑘
∗

𝜉𝑘 , 𝜉𝑘
∗ ≥ 0

                                                                                                              (7) 

where 𝜉𝑘
∗ and 𝜉𝑘 are auxiliary variables in equation 6, the constant parameter 𝐶 ≥ 0 Specifies the distance between the function's complexity 

and the deviation from the determined tolerable error ε in the previous stage. Equations (6) and (7) represent a quadratic optimisation issue that 

can be transformed into a Lagrange function. Maximise the dual optimisation problem to solve this Lagrange function. 

The final solution to the optimization problem is: 

∑  𝑛𝑑
𝑘=1 (𝛼𝑘 − 𝛼𝑘

∗ )𝑥𝑘 →
 yields 

𝑦̂new = 𝑓(𝑥new )

= ∑  𝑛𝑑
𝑘=1 (𝛼𝑘 − 𝛼𝑘

∗ )⟨𝑥𝑘 , 𝑥new ⟩ + 𝑏
                                                                                                             (8) 

where 𝛼𝑘
∗ ≥ 0 and 𝛼𝑘 ≥ 0 are Lagrange coefficientsThere is no text. Equation (8) shows that w can be fully defined as a linear combination of 

training vectors and Lagrange coefficients. The samples within the ε-insensitive region result in Lagrange coefficients being zero and are derived 

from training vectors outside this region. The problem's complexity is independent of its dimensions, as support vectors determine the function's 

complexity. To enhance the SVR algorithm for handling models with intricate non-linear relationships between input and output fields, pre-

processing methods for training patterns can be employed. Mapping input vectors to a higher-dimensional space can be achieved by utilising 

kernel functions. Here is the solution: 

𝑦̂new = 𝑓(𝑥new ) = ∑  𝑛𝑑
𝑘=1 (𝛼𝑘 − 𝛼𝑘

∗ )𝑘⟨𝑥𝑘 , 𝑥new ⟩ + 𝑏                                                                                                                  (9) 

The kernel function maps the input space to a special space by weighting the points close to the data to create an estimate; Therefore, kernels 

are important to control the complexity of the final solution. In the strongly non-linear space, the RBF kernel usually shows more suitable 

results compared to the other mentioned kernels [33]. As a result, the RBF kernel is used in this article. 

3.3. PSO algorithm 

Particle swarm optimization is an optimization tool developed by Eberhart and Kennedy that was inspired by the behavior of bird swarms [34]. 

It is a crowd intelligence method that is commonly employed in numerical optimization issues and has acquired considerable popularity in 

recent years due to solving efficiency and effectiveness difficulties in the field of science and engineering. It is comparable to the PSO genetic 

algorithm based on a randomly initialized population. PSO searches from the ideal generation to the updated generation. Each component in 

PSO moves at a set speed. The velocity vector delivers motion to a particle whose motion is updated by two behavioral variables, namely 

memory (cognitive behavior) and present knowledge (social behavior) of each unique particle (bird). It can be predicted that enough time 

(repetition) of particles/birds will gather in the best spots they need. The foregoing behaviors, which are crucial to PSO, are expressed as follows: 

𝑣𝑖(𝑗 + 1) = 𝑤(𝑗)𝑣𝑖(𝑗) + 𝜑1(𝑗) ( pbest 
𝑖
(𝑗) − 𝑥𝑖(𝑗)) + 𝜑2(𝑗) ( gbest 

𝑖
(𝑗) − 𝑥𝑖(𝑗))                                                                                         (10)                                                        

𝜑1(𝑗) = 𝐶1𝑟1(𝑗), 𝜑2(𝑗) = 𝐶2𝑟2(𝑗)                                                                                                                  (11) 

𝑥𝑖(𝑗 + 1) = 𝑥𝑖(𝑗) + 𝑣𝑖(𝑗 + 1)                                                                                                                   (12) 

where i represents the index of particles, j represents the repetition index, 𝑥𝑖 represents the position of the particle, 𝑣𝑖 represents the speed of 

the corresponding particles, pbest is the previous best position of the particle. gbest is the previous best position of the entire swarm. φ is a 

parameter that controls the speed value and is called contraction coefficient. In equation 10, the second term on the right side is a cognitive 

relationship and the third term is a social relationship. 𝐶1and 𝐶2are cognitive and social constants, respectively. 𝑟1 and   𝑟2are two random 

variables in the range (0.1). In some sources, gbest is specified individually for each particle with a defined proximity. In terms of neighborhood, 

each particle includes several other particles that affect the movement of particles. Neighborhood can be defined in different ways. Different 

criteria create different topologies and directly affect the results [35, 36]. 

3.4. PSO-SVR algorithm for flight prediction 

Optimization in SVR algorithm is different from methods like neural network or regression. In SVR, the kernel function is a hyperparameter 

that determines the degree of similarity of various features, and as a result, they weight the optimizer functions. Another hyperparameter in 

SVR is the tuning parameter C, which is responsible for controlling the exchange between hyperplanes. The c adjustment parameter minimizes 

the training error. In the SVR algorithm, hyperparameters play the main role in the accuracy of the algorithm, and normally these 

hyperparameters are assigned randomly. 

Meta-heuristic algorithms can be effective in the optimal setting of SVR hyperparameters. One of the most famous and efficient meta-heuristic 

algorithms is the PSO algorithm, whose mathematical and theoretical explanations were examined in section 3.3. In this work, the PSO 

algorithm is used to optimize SVR hyperparameters, the structure of which is shown in Fig. 2. PSO minimizes the prediction error in the SVR 

algorithm and increases the accuracy. The working method is that in each repetition of the algorithm, the prediction error of the model is 

obtained, and then the parameters are adjusted again, and in the next repetition, the error is obtained again, and in this way, in several steps, the 

hyperparameters that obtain the least error are selected, and then the network with optimal hyperparameters is tested on test data and flight 

delay predictions are made. 
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Fig. 2. Optimization structure of SVM parameters using PSO 

4. Evaluation of Simulation Results 

Our main goal in this work is to predict air delays by airlines using the SVR algorithm optimized by the PSO algorithm, as described in section 

3. Whether a delay occurs or not is the subject of this prediction. The results of the implementation of the proposed method in MATLAB version 

2021 are presented in this section. In the rest of this section, numerical explanations for each component of the proposed model are presented, 

numerical results of the proposed technique are presented, and then a comparison between the proposed method and some other methods 

mentioned in the reference article is presented. 

4.1. Database 

The Bureau of Transportation Statistics (BTS), a division of the US Department of Transportation (DOT), monitors the punctuality of domestic 

flights conducted by major airlines. The Department of Transportation's monthly Air Travel Consumer Report details the number of flights that 

are on time, delayed, cancelled, and redirected. The report is usually published about 30 days after the end of the month and can be viewed in 

a summarized version on this page. The site is visible. 

The information needed in this thesis was taken from this site. Also, all the information and this database itself is available on the Kaggle 

website [37]. 

4.2. Evaluation criteria 

In this work, four criteria of accuracy, correctness, readability and F1 score are used. Using these four criteria, the proposed method has been 

evaluated. Below are the relationships of these four criteria: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+∑ 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

∑ 𝑇𝑜𝑡𝑎𝑙 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 
                                                                                                                  (13) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

∑ 𝑇𝑒𝑠𝑡 𝑂𝑢𝑡𝑐𝑜𝑚𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 
                                                                                                                   (14) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

∑ 𝑅𝑒𝑎𝑙𝑦 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 
                                                                                                                    (15) 

𝐹1 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                                                   (16) 

4.3. Unbalanced data sampling 

The nature of the databases this paper examines is imbalanced, and latency records are uncommon. A data collection is considered "imbalanced" 

if it contains a rare class that is much more important than the other classes. The class with more samples in an unbalanced data set is referred 

to as the main class, while the class with comparatively fewer samples is referred to as the subclass. We are compelled to employ a sample 

strategy to overcome this issue because delayed flights are included in the subclass in our database. Sampling is a useful strategy for handling 

uneven data. Because conventional classification algorithms do not account for class imbalance in their operations, they perform poorly when 

a dataset is uneven. Regardless of whether the data are from minority or template classes, classical techniques handle them in the same manner. 

Maximizing overall accuracy is their aim. The generalization of machine learning outcomes is decreased when consideration is given to the 

relative distribution of every class in unbalanced data. In this work, specifically is employed random subsample sampling (RUS). This technique 

involves copying and dispersing uncommon samples across a data collection while randomly removing examples of a majority class from the 

data set. 
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4.4. SVR parameter setting 

A typical SVR algorithm selects SVR meta-parameters at random. To determine the ideal SVR parameter values, PSO, a general optimization 

technique, is employed in this situation. PSO looks for an optimal point across the whole response space, as previously mentioned. Every point 

in the response space has the potential to be the ideal value. PSO has the benefit of reducing the time needed to find optimal values by utilizing 

a clever algorithm that eliminates the need to look at every point in the solution space 

4.5. Results of the proposed method 

The proposed algorithm should be evaluated on a different data set to obtain an accurate and appropriate overview of the proposed method. 

30% of the data was considered for testing and evaluating the proposed method, and 70% was allocated for training the proposed algorithm and 

locating the optimal values in SVR. Simulation experiments have been performed using the proposed PSO-SVR method. At first, the proposed 

model completes the learning by using the data set of the training section. And they are validated using the test data set to check the accuracy 

of the prediction models used. The main criterion in this work is prediction accuracy. 

As explained above, the main step in this method is repeating the PSO algorithm step by step to find the best hyperparameters in the SVR 

algorithm. Fig. 3 shows the convergence diagram of the PSO algorithm. Based on the convergence diagram, the PSO algorithm has converged 

in 5 steps 

 

Fig. 3. PSO algorithm convergence diagram 

Next, in Fig. 4 the confusion matrix for the accuracy of predicting the occurrence of delay is presented. According to this figure, the overall 

accuracy of the proposed method is 91.9%, which is very accurate for this type of data. It should be noted that this accuracy is for a single 

execution of the program, and to achieve a valid accuracy, an average of dozens of executions must be taken. 

 

Fig. 4. Confusion matrix for the proposed method 

In Fig. 5, the graph of other evaluation criteria such as recall, accuracy and F-score is calculated and displayed. 
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Fig. 5. Different criteria for the proposed method 

4.6. Comparing results 

In this part, the proposed method is compared with other methods presented in the reference article in terms of accuracy.  Since in unbalanced 

data, the samples in some classes are very few, as a result, machine learning models have problems in the training stage and the average 

prediction accuracy is greatly reduced.  Table 1 shows the comparison between other methods. The level of accuracy mentioned in this table 

represents the accuracy for the average of 50 program execution times. 

Table 1. Comparing the results of the reference article with the proposed method 

Accuracy (%) Method 

70.87 Decision tree [38] 

69.63 Cluster classification [38] 

76.44 Hybrid method [38] 

70.17 Bayesian approach [38] 

72.11 

84 

Random forest [38] 

CNN-LSTM [19] 

87.41 Proposed Method 

 

As it is known, the proposed method has much better accuracy than other methods. This precision is very appropriate considering the unbalanced 

nature of the data. 

5. Conclusion 

One of the most essential steps in appropriate and structured planning for passenger satisfaction in air transportation networks is the prediction 

of flight delays. It is important to determine the kinds and quantities of delays to optimize the air transportation network's resilience to 

interruptions. In this paper, the flight delay is predicted by the PSO-SVR algorithm, and the results were compared with other machine learning 

methods. In the proposed model of this research, the PSO algorithm is used to optimize the hyperparameters of the SVR algorithm. This 

optimization improves the performance of the SVR algorithm in predicting the delay of airplane flights. The obtained results showed the 

appropriate accuracy of the proposed method in delay prediction. Parameters such as fleet age and aircraft type as well as weather conditions 

have strong effects on flight delays in the airline network. These results can be useful for planning in the air transport fleet to reduce the amount 

of delay. 
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