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Diabetes is an illness that is widespread throughout the world and is considered a health concern, which requires work to 

explore advanced predictive techniques for early diagnosis of the illness. This paper discusses diabetes prediction by using 
the K-Nearest Neighbors (KNN) classifier, which is a widely used algorithm in machine learning. Most studies only dealt 

with investigating the optimal value of k in the KNN algorithm and did not address the best method to measure distance 

alone or together with the optimal value of k to improve the efficiency of diabetes prediction. This study simultaneously 
investigates both the optimal value of k and the optimal method for measuring distance to improve the performance of the 

KNN technique in predicting diabetes. By using and analyzing the Indian Diabetes PIMA dataset, this study seeks to 

discover the extent to which different parameters, especially the optimal value of K and distance metrics, affect the 
performance of the classifier. Through experiments that included applying different values for the K factor and using 

various distance measures, the study reached insights into maximizing the classifier's accuracy. The study shows that 

choosing the distance measure greatly affects the accuracy of classification and selecting the optimal K value helps 
eliminate problems of overfitting and underfitting, which is a feature of robust models for diabetes prediction. The research 

results showed that the best performance achieved was 80.5% when 𝑘=35 and the Euclidean distance measure was used. 

This is an open-access article under the CC BY 4.0 license (http://creativecommons.org/licenses/by/4.0/) 

Publisher: Middle Technical University 

Keywords: Diabetes; Prediction; Feature Selection; KNN. 

 

1. Introduction 

The World Health Organization classifies diabetes as a disease of modern society and a major global health concern. About 25.8 million 

individuals, making up 8.3% of the US population, suffer from diabetes. The projected healthcare expenditure for diabetes is estimated to reach 

$490 billion by 2030, making up 11.6% of the total global healthcare spending. Diabetes Mellitus denotes a metabolic disorder resulting from 

abnormalities in insulin production and function. It is marked by hyperglycemia. 

In diabetic individuals, hyperglycemia results from either the ineffective production or absence of insulin. Failure to diagnose and treat diabetes 

adequately in its initial stages can lead to significant consequences such as cardiovascular disease, visual impairments, renal failure, delayed 

wound healing, and the potential for leg amputation. Additional indicators of the severity of diabetes include numbness or tingling in the hands 

or legs[1, 2]. Three main forms of diabetes exist., namely Type 1 diabetes (T1D), Type 2 diabetes (T2D), and Gestational diabetes. Type 1 

diabetes is often diagnosed in individuals under the age of 30 and is characterized by signs including constant thirst, increased urination, and 

high levels of blood sugar. This type of diabetes is usually treated with medications. On the other hand, there are several factors associated with 

type 2 diabetes, the most important of which are weight gain, high blood pressure, atherosclerosis, and other health problems. It tends to affect 

middle-aged and older adults. Lifestyle choices, lack of physical activity, dietary habits, obesity, smoking, high cholesterol (hyperlipidemia), 

and hypertension (hyperglycemia) are known contributors to the development of Type 2 diabetes. In gestational diabetes, Diabetes detected in 

pregnant during the sixth or seventh month of pregnancy tends to resolve after the baby is delivered. Diabetes cannot be cured, but adopting a 

nutritious diet, using medication, doing physical exercise, maintaining a healthy body weight, and undergoing regular screenings can help 

postpone or prevent its associated complications [3, 4]. 

Over the past few years, considerable researches have been conducted to predict diabetes using machine learning methods. Regarding the field 

of machine learning, classification stands out as a crucial method in constructing predictive models. Various machine learning approaches prove 

beneficial in analyzing data from various angles and condensing it into valuable insights. Various intelligent learning techniques involving 

KNN, Naive Bayes, logistic regression,  SVM, random forests, decision trees, and ANN are employed for disease diagnosis. This study presents 

a predictive model utilizing the KNN algorithm for diagnosing patients into diabetic and non-diabetic groups. The effectiveness of the classifier 

is assessed through accuracy metrics. Additionally, a study is conducted to determine the best value of K and distance measures for maximizing 

the performance of the KNN classifier. Despite being a straightforward and "lazy" algorithm, KNN demonstrates superior performance, 

particularly with smaller datasets. Most studies only dealt with investigating the optimal value of k in the KNN algorithm and did not address 

the best method to measure distance alone or together with the optimal value of k to improve the efficiency of diabetes prediction.  
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Nomenclature & Symbols   

KNN K-Nearest Neighbors KNNB1R K-Nearest-Neighbor-Based-OneR  

T1D Type 1 Diabetes AF-KNN Adaptable Fuzzified K-Nearest Neighborhood  

T2D Type 2 Diabetes  SSE Sum of the Squared Differences 

m Count of Constraints K Signifies the Number of Independent Variables 

 

By using and analyzing the Indian Diabetes PIMA dataset, this study seeks to discover the extent to which different parameters, especially the 

optimal value of K and distance metrics, affect the performance of the classifier. 

2. Related Works 

The task of predicting diabetes and classifying diabetic patients has been extensively explored in the medical literature. Numerous researchers 

have investigated different methodologies to enhance the performance and accuracy of predictive models. In this section, we review several 

notable studies in this domain. Bano et al. [5], focused on the PIMA dataset and implemented models using both KNN and SVM classifiers in 

WEKA. Their KNN-based model achieved an accuracy of 85.8%.   Sneha et al. [6], explored random forest, Naïve Bayes, KNN, SVM, and 

decision tree algorithms for this purpose. Among these classifiers, KNN demonstrated an accuracy of 63.04%. Jianping Gou et al. [7], proposed 

a classifier utilizing a dual-weighted voting function to mitigate the influence of outliers in the KNN neighborhood. This work contributed to 

improving the performance of prediction of KNN-based models, especially in datasets involving outliers. Kumar et al. [8], used CART, LDA, 

random forest, KNN, and SVM algorithms on a dataset obtained from a diagnosis lab. In this study, the Random Forest algorithm gave the best 

performance, and the performance of the KNN algorithm was 59.69%. In the study presented by Aishwarya J. et al. [9], the authors applied 

different intelligent techniques to the same dataset. Among these techniques were logistic regression and KNN which had the highest accuracy 

of 77.6% and 73.43 respectively. A novel KNN algorithm for diabetes prediction was developed by Christobel et al. [10]. The authors called 

their algorithm CKNN. This algorithm achieved an accuracy of 78.16% which is considered better than the traditional KNN algorithm.  Another 

novel KNN algorithm was presented by Amal H. et al. [11]. This algorithm was called   K-Nearest-Neighbor-Based-OneR (KNNB1R). The 

work of this algorithm depends on the principles of the One-Attribute-Rule Algorithm to adjust the weights of attributes and heighten the 

accuracy of the traditional KNN algorithm. After assigning the optimal weights to features of the diabetes dataset used in this study, the authors 

noted a significant improvement in the performance of the classifier. This algorithm achieved an accuracy of 92.91%. The work of Iqbal H. et 

al [12], was dedicated to building a diabetes prediction model based on an optimal KNN. Their work aimed to find the optimal value of K that 

leads to minimizing the errors and enhancing the accuracy. This proposed model was applied to a real dataset obtained from the medical hospital 

to prove its effectiveness. Gupta and Goel [13], used KNN along with other machine learning methods in a prediction model, to improve the 

performance of classifiers. They used the PIMA diabetes dataset. One of the goals of their study is to determine the optimal values of the 

parameter "K" in the KNN classifier. Gupta and Goel observed that the classifier gives its best performance when the number of neighbors (K) 

is either 33, 40, or 45. These ideal values provide an accuracy of 87.01% and an error rate of 12.99%, which confirms the effectiveness and 

accuracy of the classifier. Saxena et al. [14], in their study addressed the application of the k-nearest neighbor (KNN) algorithm to the PIMA 

diabetes dataset. Their work resulted in a significant improvement in accuracy. When using their proposed algorithm, the results showed an 

increase from 70.1% to 78.58%, representing an improvement of 8.48%. Prasad et al. [15], proposed an adaptable fuzzified K-Nearest 

Neighborhood (AF-KNN) method for diagnosing diabetes. The authors used the optimal number of k by analyzing the minimum inaccuracy. 

The two different datasets TLGS and PIDD were used to implement this algorithm. The proposed algorithm gave a consistent performance 

accuracy of 99.32% for both datasets. Al-Nuwaisir, K. [16], developed an automated method to predict diabetes, the researcher focused on 

carefully dealing with missing data and improving performance. The proposed approach uses the K-Nearest Neighbor (KNN) imputed features 

and a Tri-ensemble voting classifier model. The results of this model showed a performance accuracy of 97.49%. Suriya, and Oanish [17], 

applied the KNN algorithm to various datasets. Different steps of preprocessing have been performed on the datasets including removing the 

null values, normalization, and feature selection. The authors noticed that the best accuracy was 73% when k=40. 

It is noted from the literature works mentioned in this study that were conducted on examining the predictive efficiency of the KNN algorithm 

for diabetes that there is a gap regarding the systematic examination and improvement of the parameters of the KNN algorithm. Most studies 

only dealt with investigating the optimal value of k in the KNN algorithm and did not address the best method to measure distance alone or 

together with the optimal value of k to improve the efficiency of diabetes prediction. We noted the studies [12], [13], and [15] focused on 

finding the optimal value of k for minimizing the errors. This study simultaneously investigates both the optimal value of k and selects the 

optimal method for measuring distance to improve the performance of the KNN technique in predicting diabetes. 

3. K- Nearest Neighbors Algorithm 

K-Nearest Neighbors algorithm is one of the non-parametric supervised learning methods that is used in both classification and regression tasks. 

The work of this algorithm needs no knowledge in advance about the distribution of the dataset. The ease of use and high accuracy with smaller 

datasets make this algorithm used in this work. The principle of work of this algorithm is based on the idea of similarity between points of the 

dataset [18, 19]. In the KNN algorithm, the similarity metrics assign weights to the nearest neighbors K which affect the classification 

performance. the number of neighboring data points that will be considered in the classification process is decided according to the value of K. 

The class label can be predicted by majority voting of the selected nearest neighbors. Several methods are available to calculate the similarity 

between points in the dataset, among these methods are Euclidean, Manhattan, and Minkowski distances. The Euclidean distance method is 

widely applied to measure similarity. To calculate the Euclidean distance between two points X and Y, we use the formula (1) [20, 21]: 

  𝐷(𝑋, 𝑌) = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1                                                                                                                                                                                                      (1) 

The Manhattan distance is calculated by finding the sum of the absolute differences between the coordinates of points. For finding the Manhattan 

distance of two points s and r in space m, formula (2) is used. 
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𝑑(𝑠, 𝑟) =  ∑ |𝑠𝑗 − 𝑟𝑗|
𝑚

𝑗=1
                                                                                                                                                                                                             (2) 

The Euclidean distance and the Manhattan distance are combined in the Minkowski method to calculate the distance between the two points s 

and r through formula (3): 

𝑑(𝑠, 𝑟) = (∑ |𝑠𝑖 − 𝑟𝑖|𝑠
𝑚

𝑖=1
)

1
𝑠

                                                                                                                                                                                                      (3) 

The procedure of finding the maximum absolute difference between two points is used in Chebyshev distance. Formula (4) is used for finding 

the Chebyshev distance D in m-dimensional space between two points s and r [22]. 

𝐷(𝑠, 𝑟) =  𝑚𝑎𝑥𝑖=1
𝑚  |𝑠𝑖 − 𝑟𝑖|                                                                                                                                                                                                          (4) 

The characteristics of the dataset are considered the most important factor that can be used to choose the distance measure method. 

When talking about the advantages and disadvantages of this algorithm, its advantages are ease and simplicity in implementation, its 

effectiveness with noisy data, and its efficiency when used with large training data. As for its disadvantages, no measurement guide exists to 

determine the optimal value of the parameter K, and the high computational cost is due to the necessity of calculating the distances between 

each test instance and all training samples. Also, when used with multi-dimensional data sets that contain irrelevant features, it gives less 

accuracy [23]. 

The procedure for KNN classification involves the following steps: 

▪ Importing the dataset. 

▪ Setting the value of K. 

▪ For each data point in the training dataset: 

• Compute the distance between the test data point with every data point in the training set. 

• Order the distances in ascending mode. 

• Select the first K data points from the arranged list. 

• Obtain the class labels of the selected K data points. 

• For classification problems, return the mode of the K class labels. 

• For regression problems, return the mean of the K class labels. 

4. Methodology 

An experimental analysis was conducted to evaluate how effectively the KNN algorithm performs on the PIMA Indian Diabetes dataset. This 

investigation aims to determine the optimal value of K and distance metric that yields the highest performance for the KNN algorithm. The 

diagram in Fig. 1 illustrates the methodology of the prediction model. 

 

Fig. 1. Work Flow of Proposed Model 

The PIMA dataset can be downloaded from the UCI repository. It comprises testing data, totaling 768 rows with 9 features (see Fig. 2). The 

initial eight features in the dataset include Pregnancy, Blood Pressure, Glucose, Skin Thickness, Insulin, DPF, BMI, and age; which denote the 

medical information of patients. The ninth feature indicates the outcome. In the dataset, there are 268 diabetic patients and 500 non-diabetic 
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patients [24]. The dataset might include missing values, errors, or other inaccuracies due to improper data collection methods. These 

discrepancies could impact the classifier's effectiveness. In this dataset, missing values are replaced with the mean of the respective attributes. 

When there is too much variation between the data in the dataset, normalization is used to manage the data on a common scale and make the 

data easier to compare to one another. The procedure of finding the statistical mean and standard deviation of the attribute values, subtracting 

the mean of each value, and dividing the output by the standard deviation is known as standardizing a statistical variable. Numerical values 

with one standard deviation and zero mean are generated. The Python Function Standard Scaler is used to standardize the features of the dataset.  

 

Fig. 2. Pima dataset features 

Feature selection is the process of reducing the dimensions in a dataset by assessing their significance in identifying the class label. This process 

determines and removes irrelevant attributes from the dataset. In this study, the ANOVA method is used for selecting features. 

The basis of analysis of variance (ANOVA) is statistical hypothesis testing, which aims to compare means among groups. The key idea behind 

an ANOVA is to separate the variation in the data as a whole into two parts: the variance within groups and the variance between groups. 

ANOVA determines if the group means differ substantially from one another by calculating the F-statistic, which is the ratio of between-group 

variance to within-group variance. Strong discriminating power is exhibited by features with a low p-value and a high F-value, which suggests 

that they have significant variations in-group means and might be chosen for feature selection. The following formula can be used to get a 

feature's F-value [25]. 

𝐹 =

𝑆𝑆𝐸1 − 𝑆𝑆𝐸2
𝑚

𝑆𝑆𝐸2
𝑛 − 𝑘

                                                                                                                                                                                                                        (5) 

Where SSE represents the sum of the squared differences, 'm' denotes the count of constraints, and 'k' signifies the number of independent 

variables. Table 1 provides the ANOVA f-values for the eight-dataset features 

                                                                               Table 1. F value of features of the PIMA dataset 

Feature F value 

Glucose 213.16 

BMI 71.77 

Age 46.14 

Pregnancies 39.67 

Diabetes Pedigree Function 23.87 

Insulin 13.28 

Skin Thickness 4.3 

Blood Pressure 3.25 

 

It is evident from the Table.1 that Skin Thickness and Blood Pressure are less useful features for predicting the result. Thus, the dataset is 

resized to 768 by 7 and these features are removed. 

When varying the number of neighbors and distance measures, KNN displays distinct scores. Choosing the ideal number of neighbors (K) with 

the optimum distance metric on which it performs best is a bit challenging. It varies depending on the dataset. K is therefore examined ranged 

from 1 – 50 and four distance measurements used; The Euclidean distance, Manhattan distance measures, the Minkowski distance, and the 

Chebyshev distance.  The optimal K and distance measures are selected according to the best performance of KNN. 

5. Result and Discussion 

To boost the efficiency of the KNN classifier, the classifier parameters are adjusted using a set of different values of 𝑘 and using four different 

distance measures, then comparing their accuracy on the data set. 
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Figs. 3 - 6 show the accuracy of KNN using various 𝑘 values and different distance measures. The four distance measures included are 

Euclidean, Manhattan, Chebyshev, and Minkowski distances. As illustrated from these figures the best performance achieved was 80.5% when 

𝑘=35 and the Euclidean distance measure was used. 

By observing the results of this study, we can conclude that the performance of the KNN algorithm is affected by the choice of distance measure. 

It has been observed that the Euclidean distance measure provides the highest accuracy when 𝑘 = 35, while other distance methods such as 

Manhattan and Chebyshev achieved competitive results, confirming their effectiveness in certain scenarios. 

Concerning how 𝑘 value affects the algorithm efficiency, it is noticeable that the accuracy increases with the increasing values 𝑘 until it reaches 

the greatest when the value is 35, then we notice a gradual decrease in accuracy with the continued increase in the value of 𝑘. An interpretation 

of these results suggests that having a moderate number of nearest neighbors is optimal for our data set, with overfitting and underfitting being 

consistent. 

Depending on what has been mentioned, the study emphasizes the importance of choosing a value of 𝑘 and the distance measure depending on 

the data set used and the nature of the problem. 

Other evaluation metrics can be mentioned to describe the performance of the KNN classifier. Tables 2 and 3 show the evaluation metrics of 

the KNN classifier when k=35 and the distance measurement is Euclidean. 

According to the Tables 2 and 3, the model classified correctly the positive class with 76.5%, and the classifier correctly predicted 34.55% of 

the negative classes. The error rate, which represents the percentage of inaccurate classifications the model made, is around 19.48%. 

 

Fig. 3. The KNN performance using different k values and the Euclidean distance method 

 

Fig. 4. The KNN performance using different k values and the Manhattan distance method 
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Fig. 5. The KNN performance using different k values and Chebyshev distance method 

 

Fig. 6. The KNN performance using different k values and the Minkowski distance method 

                                                      Table 2. Performance Metrics of KNN when K=35 and distance method is Euclidean 

Evaluation metric value K_ value Distance method 

Accuracy 80.5 

K = 35 Euclidean 

Precision 76.5 

Recall 65.5 

F1 Score 70.6 

Specificity 34.5 

Error Rate 19.4 

 

                                        Table 3. Performance Metrics of two classes of KNN when K=35 and distance method is Euclidean 

class precision recall f1-score support 

0 0.82 0.89 0.85 99 

1 0.77 0.65 0.71 55 

6. Conclusion 

Diagnosis of diabetes, a chronic illness associated with abnormally high glucose levels in the blood, at an early stage, is vital for maintaining a 

healthy life. In this study, the performances of classifiers KNN for early diagnosis of this illness are discussed. The KNN algorithm has two 

important parameters, the value of K and the distance measure. There is a gap in the systematic analysis and optimizations of the KNN 

algorithm's parameters, as evidenced by the literature reviews cited in this study, which looked at the prediction effectiveness of the KNN 

algorithm for diabetes. The majority of research just looked at the ideal value for k in the KNN algorithm; they didn't discuss the best way to 

measure distance on its own or in conjunction with the ideal value for k to increase the accuracy of diabetes prediction. To enhance the 

effectiveness of the KNN methodology in predicting diabetes, this study concurrently looks into the ideal value of k and chooses the best 

approach for measuring distance. This study investigates the effectiveness of these parameters in predicting diabetes. The Pima dataset was 

used to test the performance of KNN using various 𝑘 values and different distance measures. The four distance measures included are Euclidean, 

Manhattan, Chebyshev, and Minkowski distances. The results showed that the best performance achieved was 80.5% when 𝑘=35 and the 

Euclidean distance measure was used. The study emphasizes the importance of choosing a value of 𝑘 and the distance measure depending on 
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the data set used and the nature of the problem. Future studies can interest with approaches of selecting the optimal value of k to maximize the 

accuracy of KNN to predict diabetes.  
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