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The occurrence of tremendous developments in the field of data has led to the formation of huge volumes of data, and it 

is normal that this leads to the presence of outliers in this data for many reasons, which may have small or large values 
compared to the rest of the normal data, and the presence of outliers in the data affects the statistical analysis of this data, 

so we must try to reduce its impact in various ways. On the other hand, the presence of outliers may be of great benefit, 

for example knowledge of geological activities that precede natural disasters such as (earthquakes, forest fires, floods ... 
etc.). Therefore, detection of outliers is of great importance in various fields. In this research, we aim to develop easy 

methods for detecting outliers in big data, as the problem that this research addresses is that many of the newly developed 
methods for detecting outliers suffer from computational complexity or are efficient when the sample size is small. An 

experimental approach was used in this research by suggesting three methods for detecting outliers, the first method is 

based on standard deviation and was tested and compared with the normal distribution method and the z-score method. 
The second method depends on the maximum and minimum value of the data, and the third method depends on the range 

between successive data points. The results of second and third methods are compared with Hample's Test method result. 

The accuracy of the results is measured based on the confusion matrix. The results of the proposed methods test showed 
the conformity of the first method with the results of the normal distribution method and the Z-Score method, as well as 

the superiority of the third method over the Hample's test method. In this paper, it was concluded that the Hample's test 

method suffers from a serious weakness when the zero values in the data constitute more than 50% of the number of 
elements. 
 

2019 Middle Technical University. All rights reserved 
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1. Introduction 

The importance of analyzing outliers is increasing with the acceleration of development and broad jumps in information technology, as data 

volumes have become more inflated and complex, which requires converting these data into useful information for the decision-making process 

and data analysis, and this transformation process includes a very important matter, which is the concept of outliers[1], And that the issue of 

outliers has been taken up by many scientists and researchers in order to study the effect of these values on the accuracy of the results expected 

from the data analysis process[2], and among those prominent scientists who dealt with the concept of outliers is Hawkins and Freeman. The 

outlier in a particular data set that may appear in the form of one or more values. What distinguishes this value is that it is not logical in relation 

to the rest of the natural data, for example, it may be very large or very small compared to the mean of the data and that the existence of a 

unique value is of high importance. Because it has important implications in data mining as well as in analyzing medical and financial data and 

in the field of networks, as detection of intrusion on networks is one of the most applied topics that have gained importance in recent years [3]. 

The exploration of outliers or unique patterns is a very important sub-topic in data mining, as the process of detecting outliers is the exploration 

of unique patterns that clearly deviate from the natural path of the data [4], and the interest in classifying data and knowing their behavior, 

common characteristics and differences between them. It will inevitably lead to ease of study [1], and the concept of outliers is always 

associated with the study of the natural behavior of the data, as any behavior that does not resemble normal behavior is considered an erratic 

behavior. For example, unnatural geological activities that precede natural disasters. As the process of detecting outliers is applied in many 

sectors, for example in the health sector, as it is used to diagnose diseases, the financial sector is used to detect fraud in credit cards, and in 

networks, the abnormal activity in the network may mean the presence of an infiltration, attack or entry process. Unauthorized and outliers is 

used in image processing as well as in the industrial sector to detect industrial defects in products. On the statistical side, the idea of an outlier 

can be discussed on the basis that it does not share characteristics with the community or the sample. The community is defined as a group of 

beings who have common characteristics and the sample is part of the community and bears all of its characteristics [2]. Sometimes the  
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Terminology Symbol 

Local Correlation Integral LOCI 

Driving Behavior-based Trajectory Outlier Detection  DB-TOD 

True Negatives TN 

True Positives TP 

Receiver Operating Characteristics  ROC 

Area Under Curve  AUC 

Average of a Point-to-Standard Deviation Method  AP-SDM 

Average Range between Consecutive Points Method  AR-CPM 

Half-Value Method  HVM 

 

existence of outliers may not be meaningful. The first important process in statistical analysis of data is to identify and detect outliers because 

their presence may be misleading [5]. There are a large number of techniques for detecting outliers that can be summarized by statistical 

methods. Density-Based Methods, Cluster-Based Methods, Distance-Based Methods, Subspace-Based Methods and Deviation-Based Methods. 

Multiple outliers are detected one by one in the regression analysis model, and this may lead to misleading results due to the smearing and 

masking effect, and finding techniques to detect outliers at once will avoid these effects [6]. Detecting outliers is important because it affects 

the estimated model of regression, especially when using the least squares method. Therefore, detection of outliers is very important in practical 

applications [7]. There are many previous studies in which methods for detecting outliers have been proposed, some of which are mentioned: 
In 2002, researchers Angiulli and Pizzuti proposed a new definition of the concept of distance based on extremes by taking the sum of the 
distances between each of the data points with their closest points under the name (weight). Whenever the weight of a data point is large, the 
point is considered an outlier and the weight is calculated through Linear search of the search space using a Hilbert space filling curve [8]. In 
2003, researchers Papadimitriou et al  presented a new method for detecting outliers, which is Local Correlation Integral (LOCI), which 
automatically detects the boundaries of the outliers data without the need for a predefined threshold limit and one of the benefits of this method 
is that it identifies the clusters and their diameters precisely as well as calculates the distances between clusters, and in that research this method 
was used By determining the approximate limits of outliers under the term approximate LOCI[4]. In 2017, researchers Wu et al.  introduced a 
new approach to detect the outliers represented by the deviating lanes of cars from their expected path, through early warning of the presence 
of a strange path for the car before it reaches the target without the need for complete historical data on the tracks, which is considered an 
expensive procedure, this new approach was called the Driving Behavior-based Trajectory Outlier Detection (DB-TOD), which is based on the 
statistical probability model to calculate target distractions[9]. In this paper, we have contributed in providing fast and competitive methods for 
detecting outliers in terms of accuracy compared to some known methods. The results of this comparison will be detailed in Section 4. 

2.  Outlier  

The outlier, which is also known as the extreme or anomalous value, according to Hawkins’s definition. This value is defined as the value that 

clearly differs from other values, which raises the suspicion that it was generated in a way that differs from the rest of the normal values, and it 

is simply a value that differs from the rest of the other values and statistically, normal values are obtained by means of a specific generation 

mechanism. Therefore, outliers are those that deviate significantly from this generation mechanism [1][3], that is, outliers originate from 

different generation sources and in many applications the data generation process It is done using one or more mechanisms and when this 

mechanism works abnormally it leads to the emergence of outliers [10]. So, the value is called an extreme if it deviates from the normal behavior 

of the data, is far from its mean, or is not similar to any other object in terms of the predominant properties of the data [11], as shown in Fig. 1. 

 

 

Fig. 1. shows the outliers represented by points p, s and group c 

There are several types of outliers, as the data set can contain multiple types of outliers [12] and they are global outliers Figure 2, Context 

outliers, Collective outliers Figure 3. 
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Fig. 2. The values in Zone D represent general outliers 

 

Fig. 3. The dots in bold color represent collective outliers 

2.1. Causes of outliers 

There are many reasons for outliers in data, and their presence is not limited to data entry errors, as in the following points [10] [12] [2]. 

1. The outliers are due to distributions that are different from the distribution that produced the normal values in the data set. 

2. Measurement error, for example, some work and tests require collecting samples of its weight with a group of sensitive scales, and one of 

these scales is idle and gives a reading of its weight higher than usual. 

3. The existence of a mixture of different graphic types. 

4. There is an error in processing the data. 

2.2. Outliers detection methods 

There are several common methods for detecting outliers which are use of the item labels, statistics-based methods, proximity-based methods, 

and cluster-based methods [1] [12]. 

2.3   Measuring accuracy of detection algorithms for outliers 

If we consider that the outlier’s detection process is a classification process, then there are several methods to measure the accuracy of the 

outlier’s detection algorithms, for example, the so-called Confusion Matrix is used, which is an array that contains information about the actual 

and expected classifications of the data, and Figure 4 shows the confusion matrix [11]. 

 

 

 

 

 

 

 

 

 

Fig. 4. Confusion Matrix 

True Negatives represent the correctly predicted normal values (TN). 

False Positives represent a false prediction of a number of normal values as outliers (FP). 

False Negatives represents a false prediction of a number of outliers as normal values(FN). 

True Positives represent correctly predicted outliers (TP). 



Emad O. M. et.al, Journal of Techniques, Vol. 3, No. 1, March 31, 2021, Pages 66 - 73 

 

69 
 

The confusion matrix [11] is used to form a set of performance measures (accuracy), which are considered among the basic measures in 

evaluating the classifier's performance, as follows:  

1.  Accuracy measurement. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑃+𝑁
                                                                                                                                                                                               (1) 

Where: 

TP correctly predicted outliers 

TN correctly predicted normal values 

𝑃 + 𝑁  The total number of observations 

 

2.  Receiver Operating Characteristics (ROC) Here the FP values are represented on the X axis and the TP values on the Y axis. 

 

3.  Area Under Curve (AUC), It helps to analyze the overall performance of the classifier and the ideal classifier has AUC = 1. 

 

 

3. Proposed Methods 

 

3.1. Average of a Point-to-Standard Deviation Method (AP-SDM) 

 

This method is characterized by its simplicity, ease of implementation and accuracy of its results as by comparing it with the use of a normal 

distribution within μ ± 3σ), it achieves a very high match, and the method aims to discover outliers regardless of the size of the data, and below 

we list the steps of the Average of a Point-to-Standard Deviation Method (AP-SDM): 

1. Find the standard deviation (SD) of the data. 

2. Dividing each data point by the standard deviation, we get a P for each point. 

3. Find the arithmetic mean (AP) of paragraph product B. 

4. We apply the equation as follows: 

 

V = Ap ± 3                                                                                                                                                                                                                    (2) 

Any point for which the value of V is greater than Ap + 3 is considered to be a maximum outlier and any point for which the value of V is 

smaller than Ap-3 is considered to be a minimum outlier. 

 

3.2. Average Range between Consecutive Points Method (AR-CPM) 

This method is characterized by its ease and ability to be applied to various data volumes, and it is also a fast and free-of-complication method. 

The following are the steps of the Average Range between Consecutive Points Method (AR-CPM): 

1. Find the range between successive data points and for each point according to the following equation: 

 

𝑅𝑖 = 𝑝𝑖+1 − 𝑝𝑖                                                                                                                                                                                                      (3) 

Where: 

𝑅𝑖 : Represents the range between any two consecutive points 

𝑝𝑖 : Represents the data point 

𝑝𝑖+1 : Represents the data point that follows the point of 𝑝𝑖 

 

The first point, P1, is neglected because there is no point preceding it. 

 

2. Find the mean of the calculated AR ranges that found in step 1. 

3. Any value greater than (AR × 6) is a higher outlier. 

4. Any value smaller than (AR / -6) is considered a minimum outlier. 

 

3.3. Half-Value Method (HVM) 

It is one of the easiest methods as it simply depends on half the value (maximum or minimum) with the arithmetic mean and standard deviation 

of the data, and below we list the steps of the Half-Value Method (HVM): 

1. Find the maximum value (max) and the minimum value (min) for the data. 

2. Find the mean and standard deviation of the data. 
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3. To find the higher outlier, any data point greater than V1 can be considered a higher extreme point since V1 is calculated according to the 

equation as follows: 

 

V1 = (
𝑀𝑎𝑥𝑝

2
) + 𝑀𝑎𝑥(μ , σ)                                                                                                                                                                                   (4) 

Where: 

𝑀𝑎𝑥𝑝 : Represents the maximum value for the data. 

𝑀𝑎𝑥(𝜇 , 𝜎): Is the largest value between the mean and the standard deviation of the data. 

 

4. To find the minimum outlier, any data point smaller than V2 can be considered a minimum extreme point since V2 is calculated according 

to the equation as follows: 

 

V2 = (
𝑀𝑖𝑛𝑝

2
) + 𝑀𝑖𝑛(μ , σ)                                                                                                                                                                                     (5) 

Where: 

𝑀𝑖𝑛𝒑 : Represents the minimum value of the data. 

𝑀𝑖𝑛(μ , σ): Represents the smallest value between the mean and the standard deviation of the data. 

 

 

4.   Application 

 

The researcher used data distributed normally within (μ + 3σ) and added to it fake outliers in order to test and compare the proposed methods. 

The proposed methods will be applied and their results compared with  some common methods, as the (AP-SDM) method will be tested with 

the normal distribution method and the Z-SCORE method using different sizes of data, and then the methods will be applied to the data of the 

Abu Gharib factory for the year 2019, either of the two methods (AR-CPM) and (HVM) will be compared with Hample's Test method by 

adding fake outliers depending on the data upper limit of the normal distribution method to test the accuracy of the three methods  using the 

Abu Gharib factory data for the year 2019 directly. As the methods (normal distribution method, the Z-SCORE and Hample's Test method) are 

calculated their normal limits for the data is as follows: 

 

normal distribution method= μ ± 3σ                                                                                                                                                                    (6) 

Where:  

μ is the mean of data, σ is the standard deviation (SD) 

 

Z-SCORE= 
𝑥−𝑥

𝑠
                                                                                                                                                                                                    (7) 

Where: 

x represents the data element, x is the mean of data, s is the standard deviation (SD) 

 

4.1. Comparison of (AP-SDM) with normal distribution method and Z-SCORE method 

This method aims to detect outliers, regardless of the sample size, with very high accuracy with the normal distribution method and the Z-

SCORE method within the period (-3, +3), and the researcher tested the three methods on different data sizes (12, 50, 100, 200, 500, 1000) and 

the test results were as shown in table 1. 

 
Table 1. represents the results of testing different sizes of data to detect outliers using the three methods (z-score, Normal distribution, AP-SDM) 

 

 

Sample size 

Number of detected outliers 

Z-SCORE Normal distribution AP-SDM 

12 

50 

100 

200 

500 

1000 

0 

0 

0 

3 

1 

6 

0 

0 

0 

3 

1 

6 

0 

0 

0 

3 

1 

6 

 

Below we list the results of applying the three methods on producing a day / year (229 days representing the sample size) for all production 

lines for the year 2019 of the Abu Gharib production plant as shown in table 2, as well as on producing a month / year (12 months representing 

the sample size) For all production lines as shown in table 3. 
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Table 2. The number of detected outliers for three methods (z-score, normal distribution, AP-SDM) using day / year production (229 days representing the 

sample size) for all production lines for the year 2019 of the Abu Gharib factory 

 

 

 

 

 

 

 

 

 

 

 
Table 3. The number of detected outliers for three methods (z-score, normal distribution, AP-SDM) using the production of a month / year (12 months 

represents the sample size) for all production lines for the year 2019 of the Abu Gharib factory 

 

 

 

 

 

 

 

 

 

 

 

4.2. Comparison of (AR-CPM) and (HVM) with (Hample's Test)  

 

The methods (AR-CPM) and (HVM) aim to make the process of detecting outliers easy, fast, and far from complex, and the possibility of using 

them regardless of the size of the sample is large or small, and the researcher has added an outlier to each sample of production samples for 

months (March, April And  August) Which belongs to the cream product, depending on the upper limit of the normal data for the normal 

distribution method to test the two methods and compare them with the results of the Hample's Test in terms of the possibility of discovering 

the outliers that were added and measuring the accuracy of the detection process and the reason for choosing the mentioned months is that the 

methods (normal distribution, Hample's test and AR-CPM and HVM) did not record any outliers detection. To be clear, we include below steps 

of the Hample's Test method: 

1.  Arrange the data in ascending order and calculate the median. 

2.  Extract the absolute value resulting from subtracting each data value from the median to produce a ri column. 

3. Calculate Me | ri | Median of the absolute values of the ri column. 

4.  Any value in the column | ri | greater than or equal to 4.5 * Me | ri | is an outlier. Table 4 shows the results of testing the application of 

methods over the months (March, April, August) Which belongs to the cream product. 
 

Table 4. Test to detect fake outliers using (AR-CPM) and (HVM) with (Hample's Test) 

Number of detected outliers  

Addition Size  

 

Sample size 

 

month HVM AR-CPM Hample's test 

1 

1 

1 

0 

0 

0 

0 

0 

0 

1 

1 

1 

10 

8 

19 

March 

April 

August 

3 0 0 3 37 sum 

 

In order to measure the accuracy of both methods in according to the test in table 4, we use equation 1 as follows: 

 

ACCURACYHample =
0+37

43
  = 86% 

ACCURACYAR-CPM = 
0+37

43
  = 86% 

ACCURACYHvm =
43

43
 = 100% 

Number of detected outliers  

product name Z-SCORE Normal distribution AP-SDM 

5 

1 

4 

9 

8 

10 

11 

5 

1 

4 

9 

8 

10 

11 

5 

1 

4 

9 

8 

10 

11 

Cream 

Cheddar cheese 

Yoghurt 

Laban Shanina 

Butter 

Free fat 

Soft cheese 

Number of detected outliers  

Z-SCORE Normal distribution AP-SDM Product name 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

Cream 

Cheddar cheese 

Yoghurt 

Laban Shanina 

Butter 

Free fat 

Soft cheese 
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Below we list the results of applying the methods to production for a day / year (229 days representing the sample size) for all production lines 

for the year 2019 of the Abu Gharib factory as shown in table 5, as well as on the production month / year   (12 months representing the sample 

size) for all Production lines as shown in table 6. 

 
Table 5. The total number of detected outliers for the methods (Hample's Test, AR-CPM, HVM, normal distribution) using the day / year production (229 days 

representing the sample size) for all production lines for the year 2019 of the Abu Gharib factory 

 

 

 

 

 

 

 

 

 

 
 

Table 6. The total number of detected outliers for the methods (Hample's Test, AR-CPM, HVM, normal distribution) using the month / year production (12 

months representing the sample size) for all production lines for the year 2019 of the Abu Gharib factory 
 

 

 

 

 

 

 

 

 

 

 

 

5. Conclusions 

The AP-SDM method achieved completely identical results with the normal distribution method and the z-score method when applying it even 

when testing the method of normal distribution within (μ ± σ) and (μ ± 2σ) with the (AP-SDM) within (𝐴𝑃 ± 1) and ((𝐴𝑃 ± 2) respectively, an 

exact match was obtained when the sample size was less than 200, and very close results for the sample size greater than 200. on different sizes 

of data (12, 50, 100, 200, 500, 1000), as well as when applying the methods to the data of the Abu Gharib factory. For all production lines day 

/ year at sample size 229 and all production lines month / year at sample size 12, the results of the AP-SDM method were completely identical 

to the normal distribution method and the z-score method.  

When comparing the results of the test of the two proposed methods (HVM and AR-CPM) with the results of the Hample's test method, HVM 

was more accurate than the AR-CPM method and the Hample's Test method. There is a weakness in the (Hample's Test method) as if the 

median of the data is equal to zero, then all the data values will be considered as outliers according to the condition of the method (| ri |  ≥
4.5 ∗  Me | ri |).  Based on the conclusions, future work revolves around several main points, as follows: 

1. Adoption and development of the proposed methods to be appropriate for detecting outliers in multivariate data. 

2. Hybridizing the proposed methods with cluster algorithms to produce new methods for detecting local outliers. 

3. Work to make the outliers detection process easier to implement, which will be positively reflected in the statistical analysis of the data. 
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